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ABSTRACT

A mathematical analysis of the logarithmically periodic dipole class of frequency independent antennas, which takes into account the mutual coupling between dipole elements, is described. The input impedance, directivity, and bandwidth, as well as the input current and voltage of the several elements, are calculated. A new concept, the bandwidth of the active region, is formulated and is used to relate the size and operating bandwidth of the antenna. The limiting values of the various parameters that describe the antenna are explored. The results from the mathematical model are shown to be in good agreement with measurements. A step by step procedure is presented which enables one to design a log-periodic dipole antenna over a wide range of input impedance, bandwidth, directivity, and antenna size.
ACKNOWLEDGEMENT

The author wishes to thank all the members of the Antenna Laboratory Staff for their help and encouragement. The guidance of his advisor, Professor G. A. Deschamps, and the continued interest of Professor P. E. Mayes are particularly appreciated. This work would not have been possible without the timely invention of the log-periodic dipole antenna by D. E. Isbell, whose counsel during the initial phase of this research was most helpful. The author is also fortunate to have been associated with V. H. Rumsey and R. H. DuHamel during the time of their original contributions to the field of frequency independent antennas.

Thanks are also due to Ronald Grant and David Levinson, student technicians who built the models and performed many of the measurements. This work was sponsored by the United States Air Force, Wright Air Development Division under contract number AF33(616)-6079, for which the author is grateful.
CONTENTS

1. Introduction  

2. Formulation of the Problem  
   2.1 Description of the Log-Periodic Dipole Antenna  
   2.2 Separation of the Problem into Two Parts  
      2.2.1 The Interior Problem  
         2.2.1.1 The Feeder Admittance Matrix  
         2.2.1.2 The Element Impedance Matrix  
      2.2.2 The Exterior Problem  
   2.3 Use of the Digital Computer in Solving the Mathematical Model  

3. Results and Analysis  
   3.1 The Transmission Region  
      3.1.1 Computed and Measured Results  
      3.1.2 An Approximate Formula for the Constants of an Equivalent Line in the Transmission Region  
   3.2 The Active Region  
      3.2.1 Element Base Current in the Active Region  
      3.2.2 Width and Location of the Active Region  
   3.3 The Unexcited Region  
   3.4 The Input Impedance  
      3.4.1 General Characteristics of LPD Input Impedance  
      3.4.2 Input Impedance as a Function of $\tau$ and $\sigma$  
      3.4.3 Input Impedance as a Function of $Z_o$ and $h/a$  
   3.5 The Far Field Radiation  
      3.5.1 Radiation Patterns  
         3.5.1.1 The Characteristic Pattern as a Function of $\tau$ and $\sigma$  
         3.5.1.2 The Characteristic Pattern as a Function of $Z_o$ and $h/a$  
      3.5.2 The Far Field Phase Characteristics  
         3.5.2.1 The Phase Rotation Phenomenon  
         3.5.2.2 The Phase Center  

4. The Design of Log-Periodic Dipole Antennas  
   4.1 Review of Parameters and Effects  
   4.2 Design Procedure  
      4.2.1 Choosing $\tau$ and $\sigma$ To Obtain a Given Directivity  
      4.2.2 Designing for a Given Input Impedance  
      4.2.3 Application of the Design Procedure: An Example  
   4.3 Some Novel Variations in the Log-Periodic Design  

5. Conclusion  

Page
1  
15  
15  
20  
21  
25  
26  
33  
37  
39  
39  
40  
52  
55  
55  
64  
71  
77  
78  
81  
87  
96  
98  
115  
119  
127  
131  
143  
143  
145  
145  
153  
154  
161  
168
### CONTENTS (Continued)

<table>
<thead>
<tr>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bibliography</td>
<td>171</td>
</tr>
<tr>
<td>Appendix A</td>
<td>174</td>
</tr>
<tr>
<td>A.1 The Cosine-and Sine-Integral Functions</td>
<td>174</td>
</tr>
<tr>
<td>A.2 Matrix Operations</td>
<td>179</td>
</tr>
<tr>
<td>Appendix B</td>
<td>181</td>
</tr>
<tr>
<td>B.1 Near Field Measurements</td>
<td>182</td>
</tr>
<tr>
<td>B.1.1 Amplitude Measurements</td>
<td>185</td>
</tr>
<tr>
<td>B.1.2 Phase Measurements</td>
<td>187</td>
</tr>
<tr>
<td>B.2 Impedance Measurements</td>
<td>193</td>
</tr>
<tr>
<td>B.3 Far Field Measurements</td>
<td>195</td>
</tr>
</tbody>
</table>
ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. An interconnection of scaled cells resulting in a self-similar structure</td>
<td>3</td>
</tr>
<tr>
<td>2. Infinite bi-cone and bi-fin structures</td>
<td>6</td>
</tr>
<tr>
<td>3. A balanced planar log-spiral antenna. The shaded portion represents one cell</td>
<td>8</td>
</tr>
<tr>
<td>4. A planar log-periodic antenna</td>
<td>10</td>
</tr>
<tr>
<td>5. A non-planar log-periodic antenna</td>
<td>11</td>
</tr>
<tr>
<td>6. A log-periodic dipole antenna</td>
<td>12</td>
</tr>
<tr>
<td>7. A picture of a log-periodic dipole antenna</td>
<td>16</td>
</tr>
<tr>
<td>8. A schematic of the log-periodic dipole antenna, including symbols used in its description</td>
<td>17</td>
</tr>
<tr>
<td>9. Connection of elements to the balanced feeder and feed point details</td>
<td>19</td>
</tr>
<tr>
<td>10. Schematic circuits for the LPD interior problem</td>
<td>22</td>
</tr>
<tr>
<td>11. Geometry and notation used in the calculation of mutual impedances</td>
<td>28</td>
</tr>
<tr>
<td>12. Geometry and notation used in the calculation of self impedances</td>
<td>32</td>
</tr>
<tr>
<td>13. Coordinate system used in the computation of the far field radiation patterns</td>
<td>35</td>
</tr>
<tr>
<td>14. Sketches of the transmission and radiation field lines</td>
<td>41</td>
</tr>
<tr>
<td>15. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_3^2$; $\tau = 0.95$, $\sigma = 0.0564$, $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>42</td>
</tr>
<tr>
<td>16. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_3^{1/4}$; $\tau = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>44</td>
</tr>
<tr>
<td>17. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_3^{1/2}$; $\tau = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>45</td>
</tr>
<tr>
<td>Figure</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>18.</td>
<td>46</td>
</tr>
<tr>
<td>19.</td>
<td>47</td>
</tr>
<tr>
<td>20.</td>
<td>49</td>
</tr>
<tr>
<td>21.</td>
<td>50</td>
</tr>
<tr>
<td>22.</td>
<td>51</td>
</tr>
<tr>
<td>23.</td>
<td>56</td>
</tr>
<tr>
<td>24.</td>
<td>58</td>
</tr>
<tr>
<td>25.</td>
<td>59</td>
</tr>
<tr>
<td>26.</td>
<td>60</td>
</tr>
<tr>
<td>27.</td>
<td>61</td>
</tr>
<tr>
<td>28.</td>
<td>62</td>
</tr>
</tbody>
</table>

18. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_{3/4}$: $\tau = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_o = 100$, $Z_T = \text{short at } h_l/2$, $h/a = 177$

19. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_4$: $\tau = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_o = 100$, $Z_T = \text{short at } h_l/2$, $h/a = 177$

20. Relative velocity of transmission wave vs. $\tau$ and $\sigma$ computed from the approximate formula

21. Computed and measured amplitude and phase of the transmission wave vs. relative distance from the apex at frequency $f_3$: $\tau = 0.888$, $\sigma = 0.089$, $N = 8$, $Z_o = 100$, $Z_T = \text{short at } h_l/2$, $h/a = 125$

22. Relative velocity of transmission wave as a function of the relative phase velocity along the feeder with the elements removed.

23. Computed base impedance $Z_b$ vs. element number for an eight element LPD at frequency $f_4$

24. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_3$, $\tau = 0.95$, $\sigma = 0.0564$, $Z_o = 100$, $h/a = 177$, $Z_T = \text{short circuit at } h_l/2$

25. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_3 1/4$: $\tau = 0.95$, $\sigma = 0.0564$, $Z_o = 100$, $h/a = 177$, $Z_T = \text{short circuit at } h_l/2$

26. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_3 1/2$: $\tau = 0.95$, $\sigma = 0.0564$, $Z_o = 100$, $h/a = 177$, $Z_T = \text{short circuit at } h_l/2$

27. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_3 3/4$: $\tau = 0.95$, $\sigma = 0.0564$, $Z_o = 100$, $h/a = 177$, $Z_T = \text{short circuit at } h_l/2$

28. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_4$: $\tau = 0.95$, $\sigma = 0.0564$, $Z_o = 100$, $h/a = 177$, $Z_T = \text{short circuit at } h_l/2$
ILLUSTRATIONS (Continued)

<table>
<thead>
<tr>
<th>Figure</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>29. Relative amplitude of base current in the active region vs. element number, frequencies ( f_1 ) thru ( f_6 ). ( \tau = 0.888, \sigma = 0.089, N = 8, Z_o = 100, h/a = 125, Z_T = ) short at ( h_1/2 )</td>
<td>63</td>
</tr>
<tr>
<td>30. Computed relative phase velocity of the first backward space harmonic in the active region vs. ( \sigma ) for several values of ( \tau )</td>
<td>65</td>
</tr>
<tr>
<td>31. A typical curve of base current vs. distance from the apex, showing the quantities used in the definition of the bandwidth and location of the active region</td>
<td>68</td>
</tr>
<tr>
<td>32. Bandwidth of the active region, ( E_{ar} ), vs. ( \sigma ) and ( \tau )</td>
<td>70</td>
</tr>
<tr>
<td>33. Shortening factor ( S ), vs. ( Z_o ) and ( h/a )</td>
<td>72</td>
</tr>
<tr>
<td>34. Radiating efficiency of the active region vs. relative length of the longest element</td>
<td>75</td>
</tr>
<tr>
<td>35. Radiating efficiency of the active region vs. feeder impedance and ( \tau )</td>
<td>76</td>
</tr>
<tr>
<td>36. Input impedance vs. frequency of an eight element LPD</td>
<td>79</td>
</tr>
<tr>
<td>37. Input impedance showing periodic variation with frequency</td>
<td>82</td>
</tr>
<tr>
<td>38. Input impedance ( R_o ) vs. ( \sigma ) and ( \tau ) for ( Z_o = 100 ) and ( h/a = 125 )</td>
<td>83</td>
</tr>
<tr>
<td>39. Difference between the approximate discrete formula and approximate distributed formula for ( R_o ) vs. the distance between elements as a percent of the latter</td>
<td>85</td>
</tr>
<tr>
<td>40. Computed SWR vs. ( \sigma ) and ( \tau ), for ( Z_o = 100 ) and ( h/a = 177 )</td>
<td>86</td>
</tr>
<tr>
<td>41. Input impedance ( R_o ) vs. feeder impedance ( Z_o, \tau = 0.888, \sigma = 0.089, N = 8, h/a = 125 )</td>
<td>88</td>
</tr>
<tr>
<td>42. Input impedance ( R ) vs. ( Z_o ) and ( \sigma' ) with ( h/a = 177 ), from the approximate formula</td>
<td>89</td>
</tr>
<tr>
<td>43. Input impedance ( R_o ) vs. ( h/a ) and ( \sigma, Z_o = 100 ), from the approximate formula</td>
<td>90</td>
</tr>
<tr>
<td>44a. Input impedance ( \tau = 0.888, \sigma = 0.089, N = 8, Z_o = 50, Z_T = 50 ) at frequencies ( f_3, f_4, f_5/12, f_5 ) and ( f_6 )</td>
<td>92</td>
</tr>
<tr>
<td>44b. Input impedance ( \tau = 0.888, \sigma = 0.089, N = 8, Z_o = 50, Z_T = ) short at ( h_1/2 ), at frequencies ( f_3, f_4, f_5 ) and ( f_6 )</td>
<td>93</td>
</tr>
<tr>
<td>45. Average characteristic impedance of a dipole ( Z_a ) vs. height to radius ratio ( h/a )</td>
<td>94</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>46.</td>
<td>Relative feeder impedance $Z_0/R_0$ vs. relative dipole impedance $Z_a/JR_a$ from the approximate formula</td>
</tr>
<tr>
<td>47.</td>
<td>A frequency independent 4:1 balun transformer for use with LPD antennas</td>
</tr>
<tr>
<td>48.</td>
<td>An example of radiation patterns computed by ILLIAC, $\tau = 0.888$, $\sigma = 0.089$, $N = 8$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>49.</td>
<td>Computed patterns, $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$, showing no difference between patterns for $N = 5$ and $N = 8$</td>
</tr>
<tr>
<td>50.</td>
<td>Computed half power beamwidth vs. frequency; $\tau = 0.888$, $\sigma = 0.089$, $N = 8$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>51.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>52.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>53.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>54.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>55.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>56.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>57.</td>
<td>Computed and measured patterns; $\tau = 0.98$, $\sigma = 0.057$, $N = 12$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>58.</td>
<td>Computed and measured patterns; $\tau = 0.98$, $\sigma = 0.057$, $N = 12$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>59.</td>
<td>Computed and measured patterns; $\tau = 0.98$, $\sigma = 0.057$, $N = 12$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>60.</td>
<td>Computed and measured patterns; $\tau = 0.8$, $\sigma = 0.137$, $N = 8$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>61.</td>
<td>Computed and measured patterns; $\tau = 0.8$, $\sigma = 0.137$, $N = 8$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
<tr>
<td>62.</td>
<td>Computed and measured patterns; $\tau = 0.8$, $\sigma = 0.137$, $N = 8$, $Z_a = 100$, $Z_T$ = short at $h_1/2$</td>
</tr>
</tbody>
</table>
ILLUSTRATIONS (Continued)

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>63.</td>
<td>Computed E-plane half-power beamwidth vs. $\tau$ and $\sigma$; $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>116</td>
</tr>
<tr>
<td>64.</td>
<td>Computed H-plane half-power beamwidth vs. $\tau$ and $\sigma$; $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>117</td>
</tr>
<tr>
<td>65.</td>
<td>Computed contours of constant directivity vs. $\tau$, $\sigma$, and $\alpha$; $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $h/a = 177$</td>
<td>118</td>
</tr>
<tr>
<td>66.</td>
<td>Measured patterns; $\tau = 0.7$, $\sigma = 0.206$, $Z_0 = 100$, $Z_T$ = short at $h_1/2$, $N = 6$, $h/a = 177$</td>
<td>120</td>
</tr>
<tr>
<td>67.</td>
<td>Computed and measured H-plane patterns; $\tau = 0.7$, $\sigma = 0.206$, $Z_0 = 100$, $Z_T = 100$, $N = 6$, $h/a = 177$</td>
<td>121</td>
</tr>
<tr>
<td>68.</td>
<td>Computed pattern front to back ratio vs. $\sigma$ and $\tau$; $Z_0 = 100$, $Z_T$ = short at $h_1/2$</td>
<td>122</td>
</tr>
<tr>
<td>69.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_0 = 150$, $Z_T$ = short at $h_1/2$</td>
<td>123</td>
</tr>
<tr>
<td>70.</td>
<td>Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_0 = 150$, $Z_T$ = short at $h_1/2$</td>
<td>124</td>
</tr>
<tr>
<td>71.</td>
<td>An example of computed and measured directivity vs. $h/a$</td>
<td>126</td>
</tr>
<tr>
<td>72.</td>
<td>Computed far field phase as a function of frequency, illustrating the phase rotation phenomenon</td>
<td>130</td>
</tr>
<tr>
<td>73.</td>
<td>Coordinate system for phase center computations</td>
<td>132</td>
</tr>
<tr>
<td>74.</td>
<td>A typical evolute of an equiphase contour, plotted on a wavelength scale</td>
<td>135</td>
</tr>
<tr>
<td>75.</td>
<td>Typical frequency variation of the relative distance from the apex to the phase center</td>
<td>136</td>
</tr>
<tr>
<td>76.</td>
<td>Measured and computed location of the phase center with reference to the active region</td>
<td>138</td>
</tr>
<tr>
<td>77.</td>
<td>Location of the phase center in wavelengths from the apex</td>
<td>139</td>
</tr>
<tr>
<td>78.</td>
<td>Coordinate system for the computation of the phase tolerance</td>
<td>140</td>
</tr>
<tr>
<td>79.</td>
<td>Nomograph, $\sigma = 1/4(1 - \tau)\cot a$</td>
<td>148</td>
</tr>
<tr>
<td>80.</td>
<td>Nomograph, $B_{nr} = 1.1 + 7.7 (1 - \tau)^2 \cot a$</td>
<td>149</td>
</tr>
<tr>
<td>81.</td>
<td>Nomograph, $L/\lambda_{\text{max}} = 1/4(1 - \frac{1}{B_s}) \cot a$</td>
<td>150</td>
</tr>
<tr>
<td>Figure</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>82.</td>
<td>Nomograph, ( N = 1 + \left( \frac{\log B_s}{\log \frac{1}{T}} \right) )</td>
<td>151</td>
</tr>
<tr>
<td>83.</td>
<td>The LPD realized by the design procedure of Section 4.2.3</td>
<td>157</td>
</tr>
<tr>
<td>84.</td>
<td>Measured standing wave ratio vs. frequency of the design model</td>
<td>158</td>
</tr>
<tr>
<td>85.</td>
<td>Measured E- and H-plane half-power beamwidth and directivity of the design model</td>
<td>159</td>
</tr>
<tr>
<td>86.</td>
<td>Computed and measured patterns of the design model</td>
<td>160</td>
</tr>
<tr>
<td>87.</td>
<td>Two LPD antennas in cascade</td>
<td>162</td>
</tr>
<tr>
<td>88.</td>
<td>An LPD antenna etched from double copper-clad Rexolite</td>
<td>164</td>
</tr>
<tr>
<td>89.</td>
<td>Measured patterns of an LPD antenna which was etched from double copper-clad Rexolite</td>
<td>165</td>
</tr>
<tr>
<td>90.</td>
<td>Measured patterns of an LPD antenna which was etched from double copper-clad Rexolite</td>
<td>166</td>
</tr>
<tr>
<td>91.</td>
<td>Computation time vs. argument ( \chi ) for the series and continued fraction expansion of ( K(\chi) = C_1(\chi) + j S_1(\chi) )</td>
<td>175</td>
</tr>
<tr>
<td>92.</td>
<td>A picture of one of the antennas used for near field measurements</td>
<td>183</td>
</tr>
<tr>
<td>93.</td>
<td>Details of the probe used for measuring the voltage between the feeder conductors</td>
<td>184</td>
</tr>
<tr>
<td>94.</td>
<td>Details of the probe used for measuring the dipole element current</td>
<td>186</td>
</tr>
<tr>
<td>95.</td>
<td>A block diagram of the amplitude measuring circuit</td>
<td>188</td>
</tr>
<tr>
<td>96.</td>
<td>A block diagram of the phase measuring circuit</td>
<td>189</td>
</tr>
<tr>
<td>97.</td>
<td>Phasor relations and the nulls obtained for values of (</td>
<td>E_T</td>
</tr>
<tr>
<td>98.</td>
<td>A picture of the equipment arrangement used in the near field measurements</td>
<td>192</td>
</tr>
<tr>
<td>99.</td>
<td>Details of the symmetrical feed point, showing the reference plane for impedance measurements</td>
<td>194</td>
</tr>
<tr>
<td>100.</td>
<td>Antenna positioner and tower at the University of Illinois Antenna Laboratory</td>
<td>196</td>
</tr>
</tbody>
</table>
1. INTRODUCTION

The object of this work is to provide a mathematical model of the log-periodic dipole antenna which contains the essential features of the practical antenna and which is amenable to solution. The need for such a model occurs for two reasons. First, the principles of log-periodic antenna design have evolved from the interpretation of laboratory measurements, without the benefit of mathematical analysis. A rigorous formulation of these principles is clearly called for. Second, the task of extending the state of the design art of log-periodic antennas is formidable if carried out on a wholly experimental basis. Even an approximate analysis is quite useful if it lends direction to an experimental program. The conclusions resulting from the solution of the mathematical model proposed herein are sufficiently general to lend insight into the operation of log-periodic dipole antennas, and the results are applicable to the design of LP dipole antennas which must meet given electrical specifications.

Throughout this work it becomes necessary to define as precisely as possible certain concepts relating to wideband antennas, such as "broadband", "frequency independent", "active region", and "end effect". Some of the terms have been objects of disagreement over the past years, and while the definitions herein may not settle the issue, they can provide a common ground of understanding for this work. The terms "wideband" and "broadband" have become so much a part of the engineering vernacular that they express only a notion and must be qualified each time they are used. In the following paragraphs the term "frequency independent" is used. Strictly speaking, there are no frequency independent antennas. However, it
is proposed that a more liberal definition be adopted—one which applies to a special class of antennas. By frequency independence as applied to an antenna, it is meant that the observable characteristics of the antenna such as the field pattern and input impedance vary negligibly over a band of frequencies within the design limits of the antenna, and that this band may be made arbitrarily wide merely by properly extending the geometry of the antenna structure. The ultimate band limits of a given design are determined by non-electrical restrictions: size governs the low frequency limit, and precision of construction governs the high frequency limit.

The idea of frequency independent antennas is based upon the familiar operation of scaling and the principle of similitude. It is well known that the performance of a lossless antenna remains unchanged if its dimensions in terms of wavelength are held constant. Thus, if all dimensions of a lossless antenna are decreased by a factor \( T < 1 \), and the frequency is increased by \( 1/T \), the fields about the two antennas are similar, that is, they differ at most by a constant factor. Consider a class of structures which are made up of an infinite number of interconnected "cells" such as shown in Figure 1. Each cell is similar to its neighbor by a constant scale factor \( T \). Structures of this class are called self-similar because they possess the unique property of transforming into themselves under a uniform expansion by \( T \) or an integral power of \( T \). If each cell represents an electromagnetic apparatus, the performance of the structure remains the same for all frequencies related by

\[
f = f_0 T^p, \quad p = 0, \pm 1, \pm 2, \ldots
\]

If the structure is a source or sink of electromagnetic waves, then each
Figure 1. An interconnection of scaled cells resulting in a self-similar structure
cell may contain lumped or distributed generators or loads. To preserve similitude, a generator at frequency $f_0$ in cell $n$ must "scale" into a generator at frequency $Tf_0$ in cell $n + 1$. If it is undesirable to move the generators about, an excitation independent of scaling can be obtained by placing a generator at the small end of the structure. Only the latter method of excitation will be considered.

Such self-similar structures exhibit what is called log-periodic performance. Although the patterns and input impedance may vary with frequency, the variation must be periodic with the logarithm of frequency. In order for the pattern and input impedance to be independent of frequency, the variation in performance over the period, $\log T$, must be negligible.

To be a practical antenna, the infinite structure must be truncated. That is, the scaling must start with a given small cell and must stop at a given large cell. The requirement that the truncated structure must duplicate the performance of the infinite structure places certain restrictions on the nature of the cells in the aggregate. At a given frequency the electrically small cells must behave as a transmission line. Truncation at the small end is equivalent to the elimination of a section of line; the net effect is a shift in the location of the generator. The electrically large cells must be unexcited, so that their presence or absence makes no difference in the electromagnetic performance at the given frequency. When this is true, the fact that the structure has an end will not be observable, and the "end effect" is said to be eliminated. The foregoing restrictions on the small and large cells require that most of the energy be radiated from a limited number of adjacent, "medium-sized" cells. These
cells constitute the "active region". Thus three regions may be associated with the infinite, self-similar structure—the "transmission region", the "active region", and the "unexcited region". The key problem, therefore, is to determine which finite structures, if any, exhibit performance which approaches that of the infinite structure over a design band.

Let the steps be traced which led to the discovery of several types of frequency independent antennas, leading up to the log-periodic dipole antenna. Prior to 1954 much effort had been expended in attempts at antenna broadbanding. These efforts, for the most part, applied the comparatively advanced knowledge of broadband circuit theory to basically narrow band antennas. Some notable examples resulted\(^2\),\(^3\). However, conventional antennas resisted efforts to extend the usable bandwidth ratio beyond two or three to one.

In the fall of 1954 Rumsey broke the bandwidth barrier in antenna theory and practice with his "angle method"\(^4\). He stated that if the shape of an antenna were such that it could be specified entirely in terms of angles it would exhibit constant input impedance and patterns independent of frequency because no fixed length is involved in its description. The infinite bi-conical and bi-fin structures shown in Figure 2 are frequency independent,\(^5\),\(^6\) but infinite structures are not practical antennas. If one truncates these structures, the frequency independent behavior is lost; the patterns vary with frequency. The variation with frequency is a manifestation of the "end effect", that is, the effect of radiated and/or reflected current at the discontinuity introduced by the truncation. Rumsey suggested that the log-spiral curve defined by \( r = \exp(k\phi) \) could
Figure 2. Infinite bi-cone and bi-fin structures
be used to define another infinite structure in terms of angles only. He also showed that the log-spiral family of surfaces are the only surfaces for which an expansion is equivalent to a rotation. For a rotation about the $\theta = 0$ axis this can be expressed symbolically as

$$r = f(\theta, \phi) = e^{-ac} f(\theta, \phi + c) \tag{2}$$

The pattern of such a structure rotates with frequency about the $\theta = 0$ axis at a rate which depends on $a$. A balanced, planar log-spiral antenna is shown in Figure 3.

The log-spiral is an example of a self-similar structure. One cell of the structure is given by the shaded portion of Figure 3. The fact that the expansion from one cell to another can also be accomplished by a rotation sets the log-spiral apart from other self-similar structures in which the expansion must be carried out in a fixed direction. In contrast to the bi-cones and bi-fins, the truncated log-spiral structure is one antenna whose pattern is the same as that of the infinite structure for all wavelengths shorter than twice the length of the truncated spiral arm. The absence of end effect is the result of a rapid diminution of current along the spiral arm. The radiation pattern of the planar log-spiral is bi-directional and centered about the $\theta = 0$ axis. Over a wide range of design parameters the pattern is rotationally symmetric and circularly polarized. The sense of the circular polarization is in the negative $\phi$ direction for the log-spiral of Figure 3. The properties of planar and conical log-spiral antennas have been carefully investigated and catalogued by Dyson$^7,8$.

In 1956 DuHamel$^9$ considered the possibility of perturbing the smooth geometry of the bi-fin antenna in order to produce a rapid diminution of
Figure 3. A balanced planar log-spiral antenna
The shaded portion represents one cell
current on the structure. He first considered planar structures which, if extended to infinity, were self-complementary. This was in order to assure a frequency independent input impedance. Figure 4 shows one such structure which consists of a plurality of teeth and slots cut in a bi-fin in such a manner that the widths of successive teeth and slots form a geometric progression. This self-similar structure was called a log-periodic antenna because its geometry repeats periodically with the logarithm of the distance from the apex. The tru-rated structure exhibited patterns and impedance which varied periodically with the logarithm of frequency; and for a wide range of parameters the variation over a period was negligible, yielding frequency independent operation. The teeth and slots accomplished the necessary reduction of end effect. The radiation pattern of the planar LP is characterized by a bi-directional beam centered on the $\theta = 0$ axis. The antenna is horizontally polarized when oriented as shown in Figure 4. Thus the polarization of the planar LP is orthogonal to the polarization of the smooth bi-fin.

An attempt at providing a uni-directional pattern led to the non-planar LP structures which Isbell investigated. The antenna shown in Figure 5 exhibits a horizontally polarized uni-directional beam off the tip end. Again, a lack of end effect is observed and the patterns are frequency independent over a range of the design parameters. In the LPD antenna of Isbell, shown in Figure 6, dipole elements replace the teeth of the non-planar LP and a constant impedance two-wire feeder replaces the central bi-fin section. One observes the frequency independent behavior of the LPD antenna over large ranges of the design parameters.
Figure 4. A planar log-periodic antenna
Figure 5. A non-planar log-periodic antenna
Figure 6. A log-periodic dipole antenna
Table 1 summarizes the preceding discussion by a classification of self-similar structures. There are some finite structures that exhibit only log-periodic electrical characteristics and others that have log-periodic geometry but neither frequency independent nor log-periodic performance. Experience has shown that the latter category contains many members.

The log-periodic dipole antenna was selected for analysis because it is made of conventional linear dipole elements, a fact which allows one to replace the tubular conductors with filamentary currents. In this work electromagnetic field theory is used to calculate the self and mutual impedances of the several dipole elements from an assumption of a sinusoidal form of current on each element. Circuit techniques are used to find the voltage and current at the terminals of each dipole element and the antenna input impedance. Once the element current is known, field techniques are again used to calculate the radiation pattern.

The organization of this work is as follows: The preceding section was an introduction to the idea of frequency independent antennas. In Section 2 the mathematical model of the LPD antenna is formulated using the self and mutual impedances of the several dipole elements. The expressions for input impedance, and voltage and current at the base of each element are determined. The equations for the radiated field and the phase center are also set up. In Section 3 the computed and measured results are displayed and analyzed. Criteria for "optimum" LPD antennas are established. Section 4 presents design information, combining the computed and measured results in simple formulas and nomographs. Section 5 summarizes the work. Appended is a section which considers the computation of the equations of Part 2, and a section devoted to the measurement techniques used in this research.
### Table 1

Classification of Types of Structures and Their Frequency Response

- C, Constant; FI, Frequency Independent; LP, Log-Periodic; V, Variable

<table>
<thead>
<tr>
<th>Geometry of Structure</th>
<th>Examples</th>
<th>Frequency Response</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Infinite Structures (no end effects)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Impedance</td>
</tr>
<tr>
<td>Uniform</td>
<td>Bi-Cone</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>Bi-Fin</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Disccone</td>
<td></td>
</tr>
<tr>
<td>Log-Spiral</td>
<td>Planar Log-Spiral</td>
<td>LP</td>
</tr>
<tr>
<td></td>
<td>Conical Log-Spiral</td>
<td>LP</td>
</tr>
<tr>
<td>Log-Periodic</td>
<td>Planar LP</td>
<td>LP</td>
</tr>
<tr>
<td></td>
<td>Non-planar</td>
<td>LP</td>
</tr>
<tr>
<td></td>
<td>LP Dipole</td>
<td>LP</td>
</tr>
<tr>
<td></td>
<td>LP Zig-Zag</td>
<td>LP</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>LP</td>
</tr>
</tbody>
</table>

* The response is for frequencies above a minimum value determined by antenna size.

† It can be shown that these structures have a constant input impedance if they are self-complementary.
2. FORMULATION OF THE PROBLEM

2.1 Description of the Log-Periodic Dipole Antenna

The log-periodic dipole antenna, shown pictorially in Figure 7 and described by Figure 8, consists of a plurality of parallel, linear dipoles arranged side by side in a plane. The lengths of successive dipole elements form a geometric progression with the common ratio $T < 1$. $T$ is called the scale factor. A line through the ends of the dipole elements on one side of the antenna subtends an angle $\alpha$ with the center line of the antenna at the virtual apex $\theta$. The spacing factor $\sigma$ is defined as the ratio of the distance between two adjacent elements to twice the length of the larger element, and is a constant for a given antenna. The geometry of the antenna relates $\sigma$ to $T$ and $\alpha$.

$$\sigma = \frac{1}{4}(1 - T)\cot \alpha$$  \hspace{1cm} (3)

The largest element is called element number 1. The half length of element $n$ is denoted by $h_n$. Therefore,

$$h_n = h_1 T^{n-1}.$$  \hspace{1cm} (4)

The distance $d_n$ from element $n$ to element $n + 1$ is given by

$$d_n = d_1 T^{n-1}.$$  \hspace{1cm} (5)

If $a_n$ is the radius of element number $n$, the $a_n$'s are given by

$$a_n = a_1 T^{n-1}.$$  \hspace{1cm} (6)

The ratio of element height to radius is the same for all elements in a given antenna and will be denoted by $h/a$.

The elements are energized from a balanced, constant impedance feeder,
Figure 8. A schematic of the log-periodic dipole antenna, including symbols used in its description.
adjacent elements being connected to the feeder in an alternating fashion. Due to the alternating manner in which the elements are connected to the feeder, one cell of the LPD antenna consists of two adjacent dipoles and two sections of feeder. Thus $\tau$ as defined above is the square root of the cell scaling factor. Ideally, the feeder should be conical or stepped, to preserve the exact scaling from one cell to the next. However, it has been found in practice that two parallel cylinders can satisfactorily replace the cones as long as the cylinder radius remains small compared to the shortest wavelength of operation. The element feeder configuration is shown in Figure 9. It is seen that the elements do not lie precisely in a plane; the departure therefrom is equal to the feeder spacing, which is always small.

The antenna may be energized from a balanced twin line connected at the junction of the feeder and the smallest element. Alternatively, a coaxial line may be inserted through the back of one of the hollow feeder conductors. The shield of the coax is connected to its half of the feeder at the front of the antenna, the central conductor of the coax is connected to the other side of the feeder as shown in Figure 9. In the latter method the antenna becomes its own balun because the currents on the feeder at the large end of the antenna are negligible, as will be demonstrated later. Due to the diminution of current at the large end, the impedance $Z_T$ which terminates the feeder at that point is immaterial. For definiteness, in most models $Z_T$ will be taken equal to the characteristic impedance $Z_0$ of the feeder. The propagation constant of the feeder alone is $\beta_0$ and may be different from the free space propagation constant $\beta$ if dielectric is used.
Figure 9. Connection of elements to the balanced feeder and feed point details
When the antenna is operated at a wavelength within the design limits, that is approximately

\[ dh_N < \lambda < dh_L \]  

(7)

where \( N \) is the total number of elements, a linearly polarized unidirectional beam is observed in the direction of the smaller elements. It is found that for any frequency within the design band there are several elements of nearly half-wavelength dimensions. The current in these elements is large compared to the current on the remainder of the elements; these elements contribute most of the radiation, and form the so-called "active region". As the frequency is decreased from \( f_n \) to \( f_{n'} \), the active region shifts from one group of elements to the next. In most cases the variation in performance over a log-period is negligible and frequency independent operation results. Since the LPD antenna is a truncated section of the infinite structure, the performance of the antenna approaches that of the infinite structure only to the extent that a properly constituted active region exists on the antenna. The active region becomes deformed as it begins to include the smallest or largest element on the antenna. When this happens, the upper or lower frequency limit is reached, and it is this phenomenon which determines the useful bandwidth of the antenna.

2.2 Separation of the Problem into Two Parts

The problem may be divided into two parts for the purpose of simplifying the analysis. Finding the voltages and currents along the feeder constitutes the interior part of the problem, and finding the field of the dipole elements constitutes the exterior part of the problem.
Since the feeder has transverse dimensions which are small compared to wavelength, its principal function is to guide and distribute the energy to the radiating elements. There is negligible inductive and capacitive coupling from the feeder to the shunting elements because the fields due to the currents and charges on the feeder are very small at the location of each dipole element.

In the exterior problem, the magnitude and phase of the far field radiation produced by the currents on the elements are of primary interest. The E- and H-plane beamwidths, directivity, front to back ratio, and side lobe level can be determined from the radiation pattern. The phase center can be determined from the phase of the far field.

2.2.1 The Interior Problem

Insofar as the interior problem is concerned, the connection of the dipole elements to the feeder is equivalent to the parallel connection of two N terminal-pair circuits. One circuit consists of the feeder with alternating, properly spaced taps which represent the terminals to which the elements are eventually attached. The feeder circuit is shown schematically in Figure 10b, and includes the arbitrary terminating impedance $Z_T$. The other circuit, shown schematically in Figure 10a, represents the behavior of the dipole elements as viewed from their input terminals.

Let $\bar{Y}_F$ be the admittance matrix of the feeder circuit. Then

$$\bar{I}_F = \bar{Y}_F \bar{V}_F \tag{8}$$

where $\bar{I}_F$ and $\bar{V}_F$ are column matrices which represent the N driving currents and
Figure 10. Schematic circuits for the LPD interior problem
response voltages of the feeder circuit. Let $\overline{V}_A$ be the admittance matrix of the element circuit. Then

$$ \overline{I}_A = \overline{V}_A \overline{V}_A $$

(9)

where $\overline{I}_A$ and $\overline{V}_A$ are column matrices which represent the driving currents and response voltages of the element circuit. If the corresponding terminals of the feeder and element circuits are connected in parallel, a new circuit is obtained as shown in Figure 10c. The new response voltage matrix is equal to either $\overline{V}_A$ or $\overline{V}_F$ since they are equivalent. The new driving current matrix is now the sum of $\overline{I}_A$ and $\overline{I}_F$ due to conservation of current at a node. If Equations (8) and (9) are added,

$$ \overline{I} = \overline{I}_A + \overline{I}_F = \overline{V}_A \overline{V}_A + \overline{V}_F \overline{V}_F. $$

(10)

$\overline{V}_F$ is set equal to $\overline{V}_A$ and factored,

$$ \overline{I} = (\overline{V}_A + \overline{V}_F) \overline{V}_A. $$

(11)

$\overline{I}_A$, the base current at the dipole element terminals, is of primary interest. Therefore

$$ \overline{I} = (\overline{V}_A + \overline{V}_F) \overline{Z}_A \overline{I}_A $$

(12)

where $\overline{Z}_A = \overline{V}_A^{-1}$. Multiplying $\overline{Z}_A$ inside the parenthesis results in

$$ \overline{I} = (\overline{U} + \overline{V}_F \overline{Z}_A \overline{I}_A ) $$

(13)

where $\overline{U}$ is the unit matrix,
The elements of \( \mathbf{I} \) represent the input currents at the terminals of the new circuit of Figure 10c. In the actual LP antenna all \( i_n \)'s are zero except \( i_N \), the current at the feed point, which is the driving current of the antenna. The driving current may be set equal to one ampere. Therefore,

\[
\mathbf{I} = \begin{bmatrix}
0 \\
0 \\
0 \\
\vdots \\
\vdots \\
\vdots \\
0 \\
1
\end{bmatrix}
\]  

Equation (13) must be solved for \( \mathbf{I}_A \). This can be done by inverting the matrix \( \mathbf{T} \),

\[
\mathbf{T} = \mathbf{U} + \mathbf{Y}_F \mathbf{Z}_A \]

and multiplying

\[
\mathbf{I}_A = \mathbf{T}^{-1} \mathbf{I},
\]

or by solving directly the set of simultaneous Equations (13). The latter method is preferable in terms of computation time and accuracy due to the special form of \( \mathbf{I} \).

Once \( \mathbf{I}_A \) is determined, \( \mathbf{V}_A \) can be found by multiplying

\[
\mathbf{V}_A = \mathbf{Y}_A \mathbf{I}_A.
\]

Note that \( \mathbf{V}_F \) (or \( \mathbf{V}_A \)) is not the voltage between the two feeder members at
each element, but differs therefrom by a phase change of 180° at every other element. The Nth element of \( \vec{V}_A \) is the voltage across the smallest dipole; it is also the input impedance of the entire antenna since one ampere of driving current was assumed.

The interior problem has been formulated and its solution indicated. It remains to determine explicitly the feeder admittance matrix and the element impedance matrix.

### 2.2.1.1 The Feeder Admittance Matrix

The admittance matrix for one section of transmission line of length \( d \), propagation constant \( \beta_o \), and characteristic admittance \( Y_o \) is

\[
\bar{Y} = \begin{bmatrix}
-j Y_o \cot \beta_o d & + j Y_o \csc \beta_o d \\
+ j Y_o \csc \beta_o d & - j Y_o \cot \beta_o d
\end{bmatrix}
\]

(18)

Connecting \( N-1 \) of these sections according to the scheme shown in Figure 10 results in the following matrix.

\[
\bar{Y}_F = \begin{bmatrix}
(Y_o - j Y_o \cot \beta_o d_1) & -j Y_o \csc \beta_o d_1 & 0 & \cdots & 0 \\
-j Y_o \csc \beta_o d_1 & -j Y_o (\cot \beta_o d_1 - j Y_o \csc \beta_o d_2) & \cdots & 0 \\
0 & -j Y_o \csc \beta_o d_2 & -j Y_o (\cot \beta_o d_2 + \cot \beta_o d_3) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -j Y_o \cot \beta_o d_{N-1}
\end{bmatrix}
\]

(19)
$Y_T$, the terminating admittance, has been added in $y_{11}$. All the elements off the diagonal by two or more are zero because $y_{ij}$ is the current in terminal $i$ due to a unit voltage at $j$, all terminal pairs other than $j$ being shorted. The short circuit restricts current flow to sections of line adjacent to the terminals to which the voltage is applied; hence no voltage is induced in the remaining sections.

### 2.2.1.2 The Element Impedance Matrix

The self and mutual impedances of the dipole elements are calculated using the method of induced-emf\textsuperscript{12}. The following approximations are made in this method:

1. A symmetric sinusoidal current distribution is assumed over the length of each dipole. This assumption is valid as long as the dipole is reasonably less than a full wavelength long, the accuracy being greatest for half-wave and shorter dipoles. Accuracy can be ensured by not using frequencies at which any of the dipole elements are exactly a full wavelength long.

2. In the calculation of mutual impedances the elements are assumed to be infinitesimally thin. This means that the current at a cross-section of the actual dipole has been replaced by an average current concentrated at the center of the cross-section.

3. The mutual term involves only the two dipole elements considered; i.e., the effects of intervening elements are neglected. This assumption is actually implicit in 2 above. In the limiting case of zero element thickness, the current in the first dipole induces a voltage across the terminals of the second, but no current along it since the inductance per unit length of an infinitesimally thin dipole is infinite. Since there is no induced current, there is no reaction on any other dipole, and therefore
no secondary action on the second dipole.

4. The self impedances are calculated from the same formula as the
mutuals. The thickness of the dipole is important in the determination of
the self reactance. This is taken into account by approximating the self-
impedance of a dipole of radius $a$ by the mutual impedance of two identical,
infinitiesmall thin dipoles spaced a distance $\sqrt{2}a$ apart.

The problem on hand is illustrated in Figure 11, where $h_1$ and $h_2$ are
the half-lengths of dipoles 1 and 2, $d$ is their separation, $z$ is the
coordinate of a typical element $dz$, and $r_0$, $r_1$, and $r_2$ are distances from
fixed points on one dipole to a typical element on the other. The mutual
impedance between the two antennas of Figure 11 is defined by

$$Z_{21} = \frac{V_{21}}{I_1(0)}$$

where $V_{21}$ is the open circuit voltage at the terminals of antenna 2 due to
a base current $I_1(0)$ at antenna 1. The induced emf at the open terminals
of antenna 2 may be found by the application of the reciprocity theorem.

$$\text{emf} = -V_{21} = \frac{1}{I_2(0)} \int_{-h_2}^{h_2} E_{z1} I_2(z)dz$$

where $E_{z1}$ is the $z$ component of electric field intensity at the location of
antenna 2 due to the current on antenna 1, specified by $I_1(0)$, when 2 is
removed. The current distribution on antenna 2 is assumed to be sinusoidal
and is given by

$$I_2(z) = I_{2\text{ max}} \sin \beta(h_2 - |z|)$$
Figure 11. Geometry and notation used in the calculation of mutual impedances
The expression for the parallel component of electric field due to a sinusoidal current distribution in antenna 1 is given by

\[ E_{z1} = 30 I_{1 \text{ max}} \left[ -je^{-jBr_1} - je^{-jBr_2} + \frac{2j \cos Bh_1 e^{-jBr_o}}{r_1} \right] + \frac{2j \cos Bh_1 e^{-jBr_o}}{r_o} \]  \quad (23)

Inserting (22) and (23) into (21) gives the mutual impedance referred to the base of the antenna,

\[ Z_{12} = Z_{21} = -30 \frac{I_{1 \text{ max}} I_{2 \text{ max}}}{I_{1(0)} I_{2(0)}} \int_{-h_2}^{h_2} \sin B(h_2 - |z|) \left[ -je^{-jBr_1} - je^{-jBr_2} + \frac{2j \cos Bh_1 e^{-jBr_o}}{r_1} \right] + \frac{2j \cos Bh_1 e^{-jBr_o}}{r_o} \]  \quad (24)

From Figure 11,

\[ r_o = \sqrt{d^2 + z^2} \]
\[ r_1 = \sqrt{d^2 + (h_1 - z)^2} \]  \quad (25)
\[ r_2 = \sqrt{d^2 + (h_1 + z)^2} \]

Under the assumption of sinusoidal currents the maximum currents are related to the base currents by

\[ I_{1(0)} = I_{1 \text{ max}} \sin Bh_1 \]  \quad (26)
\[ I_{2(0)} = I_{2 \text{ max}} \sin Bh_2 \]

Therefore (24) can be rewritten as
Integration of (27) yields an expression for the mutual impedance in terms of cosine integral and sine integral functions.

\[
Z_{12} = \frac{30 \csc Bh_1 \csc Bh_2}{-h_2} \int_{h_2}^{h_1} \sin \beta (h_2 - |z|) \left[ \frac{-je^{-jBr_1}}{r_1} - \frac{-je^{-jBr_2}}{r_2} \right] dz 
+ \frac{2j \cos Bh_1 e^{-jBr}}{r_0} 
\]

The * denotes the complex conjugate of the expression in the braces.

Here

\[
K(x) = Ci(x) + jSi(x),
\]

where Ci (x) and Si (x) are the cosine integral and sine integral functions of the real argument x, for definitions see Appendix A. Also

\[
u_o = B \left[ \sqrt{d^2 + (h_1 + h_2)^2} - (h_1 + h_2) \right]
\]

\[
v_o = B \left[ \sqrt{d^2 + (h_1 + h_2)^2} + (h_1 + h_2) \right]
\]

\[
u'_o = B \left[ \sqrt{d^2 + (h_1 - h_2)^2} - (h_1 - h_2) \right]
\]
\[ v'_o = B \left( \sqrt{d^2 + (h_1 - h_2)^2} + (h_1 - h_2) \right) \]

\[ u_1 = B \left( \sqrt{d^2 + h_1^2} - h_1 \right) \]

\[ v_1 = B \left( \sqrt{d^2 + h_1^2} + h_1 \right) \]

\[ u_2 = B \left( \sqrt{d^2 + h_2^2} - h_2 \right) \]

\[ v_2 = B \left( \sqrt{d^2 + h_2^2} + h_2 \right) \]

\[ w_1 = B(h_1 + h_2) \]

\[ w_2 = B(h_1 - h_2) \]

\[ w_o = Bd \]

where \( B \) is the free space propagation constant, \( d \) is the separation of the two dipoles, and \( h_1 \) and \( h_2 \) are the half-lengths of dipoles one and two, respectively.

The self impedance of a dipole antenna can be calculated in a manner similar to that employed in the calculation of mutual impedance. The self reactance of an antenna depends on the induction and electrostatic fields close to the antenna, which in turn depend on the details of the antenna geometry. Figure 12 is pertinent to this discussion. The current which is uniformly distributed around the circumference of the cylinder is assumed to be concentrated at the center. Then the "average" distance \( S \) from a point on the cylinder P to a point on a typical ring Q is somewhat greater than the distance \( S' \) from P to the center of the ring.
Figure 12. Geometry and notation used in the calculation of self impedances
\[ S' = \sqrt{2a^2 + z^2} \]

\[ S = \sqrt{2a^2 (1 - \cos \varphi)} + z^2 \]

Factor the expression for \( S \).

\[ S = \sqrt{2a^2 + z^2} \cdot \sqrt{1 - \frac{2a^2}{2a^2 + z^2} \cos \varphi} \]  

(32)

For thin antennas \( 2a^2(2a^2 + z^2) \) is small for \( z > a \) and may be neglected if \( z \gg a \). When \( z \approx a \), the current and the field which it produces are in phase. Since the reactance depends on the out of phase components, the contribution to the self reactance is small. Hence the approximate expression for \( S \) is given by

\[ S \approx \sqrt{2a^2 + z^2} \]

(33)

for all \( z \). If \( r_1 \) and \( r_2 \) of Equation 25 are replaced by

\[ S_0 = \sqrt{2a^2 + z^2} \]

\[ S_1 = \sqrt{2a^2 + (h_1 - z)^2} \]

(34)

and

\[ S_2 = \sqrt{2a^2 + (h_1 + z)^2} \]

respectively, it will be found that the final expression for the self impedance of a thin dipole antenna is then given by Equation (28) with \( h_1 \) and \( h_2 \) set equal to the half length of the dipole and \( d \) replaced by \( \sqrt{2a} \).

### 2.2.2 The Exterior Problem

Once the element base currents \( \mathbf{I}_A \) are known from the solution of the interior problem, the far field components can be calculated. The coordinate
System of Figure 13 is used in this section. The antenna is oriented with the dipole elements parallel to the z direction, and the tip of the antenna points in the positive x direction. The z component of vector potential due only to currents on the dipole elements is first determined. The far-field spherical components are then found by a simple transformation.

The vector potential $\vec{\mathbf{A}}$ at a distant point $P(r, \theta, \varphi)$ due to a current distribution of density $\vec{J}(x, y, z)$ is given by

$$\vec{\mathbf{A}} = \frac{1}{4\pi} \iiint \vec{J}(x', y', z') \frac{e^{-j\vec{k}[\vec{r} - \vec{r}'(\hat{r} \cdot \hat{r})]}}{r} \, dx'dy'dz'. \tag{35}$$

Here the integration is performed throughout the volume density of the source $\vec{J}$ (denoted by the primed coordinates). $r$ and $r'$ are distances from the origin to the observation point $P$ and to the point of integration respectively, while $\hat{r}$ and $\hat{r}'$ are the corresponding unit vectors. For the $n$th dipole oriented as in Figure 13,

$$\vec{J}_n = \hat{z} i_n(z) \delta(x - x_n) \delta(y), \tag{36}$$

where $i_n(z)$ is the filamentary current distribution along dipole number $n$, $\delta$ is the Dirac delta function, and $\hat{z}$ is the unit vector in the z direction.

Substituting (36) into (35) and using

$$r - r'(\hat{r} \cdot \hat{r}') = r + |x'| \sin \varphi - z' \cos \theta, \tag{37}$$

one finds

$$A_z = G_0 \int f_z(\theta, \varphi), \tag{38}$$
Figure 13. Coordinate system used in the computation of the far field radiation patterns.
where

\[ G_0 = \frac{e^{-j\beta r}}{4\pi r} \]  

(39)

and

\[ f_z(\theta, \phi) = \sum_{n=1}^{N} \int_{-h}^{h} i_n(z') e^{j\beta(x_n \sin \theta \cos \phi + z' \cos \theta)} dz' \]  

(40)

The principal far field components \( E_\theta (\theta = \frac{\pi}{2}, \phi) \) and \( E_\theta (\phi = 0, \pi) \) are related to \( f_z \) by

\[ E_\theta (\theta = \frac{\pi}{2}, \phi) = P_H (\phi) = j\beta n G_0 f_z (\theta = \frac{\pi}{2}; \phi) \]  

(41)

and

\[ E_\theta (\phi = 0, \pi) = P_E (\phi) = j\beta n G_0 \sin \theta f_z (\theta, \phi = 0, \pi) \]  

(42)

Here \( P_H \) and \( P_E \) denote the principal H-plane and E-plane patterns, respectively.

In the E-plane pattern \( \phi \) takes on the values 0 or \( \pi \) depending on whether the \( x \) coordinate of the point of observation is positive or negative. The magnitude of the far field components are then given by

\[ |P_H(\phi)| \sim |\sum_{n=1}^{N} e^{j\beta x_n \cos \phi} \int_{-h}^{h} i_n(z')dz'| \]  

(43)

and

\[ |P_E(\theta, \phi)| \sim |\sin \theta \sum_{n=1}^{N} e^{j\beta x_n \sin \theta \cos \phi} \int_{-h}^{h} i_n(z')e^{j\beta z' \cos \theta} dz'| \]  

(44)

The distribution of current \( i_n(z) \) is assumed to be sinusoidal and is related to the element base current \( i_{An} \) by

\[ i_n(z) = \frac{i_{An} \sin \beta h_n - |z|}{\sin \beta h_n} \]  

(45)
Performing the integration and simplifying yields

\[ |P_H(\varphi)| \sim \left| \sum_{n=1}^{N} \frac{iA_n (1 - \cos B_n)}{\sin B_n} e^{+jB_n x_n \cos \varphi} \right|, \quad (46) \]

and

\[ |P_E(\theta, \varphi)| \sim \sin \theta \left| \sum_{n=1}^{N} \frac{iA_n [\cos (\cos B_n \cos \theta) - \cos B_n]}{\sin B_n} e^{+jB_n x_n \sin \theta \cos \varphi} \right|, \quad (47) \]

Thus the relative magnitude of the far field can be calculated given the element base currents.

The relative phase in the principal planes of the far field is given by the phase of the complex field components \(P_H \exp(-jBr)\) and \(P_E \exp(-jBr)\). The phase which is a function of the polar angles, is used to determine the phase center of a log-periodic dipole antenna, as explained in Section 3.5.2.2.

2.3 Use of the Digital Computer in Solving the Mathematical Model

Because of the large amount of routine computations involved in extracting numerical results from the foregoing analytical expressions, the use of a digital computer became a necessity. By programming the computer to solve the whole problem, starting from the physical dimensions of the antenna, the mathematical model was given at least as much flexibility for experimentation as the corresponding laboratory model. In this way the computer became the electrical analog of the laboratory technician.
To the computer the pertinent design parameters were specified, along with the testing frequencies. The antenna was then modeled and tested by the computer, and the results were displayed. These results are the principal far field radiation patterns, the far field phase, the voltage and current at the terminals of each dipole element, and the input impedance.

To this end the above formulas were programmed in complex number arithmetic for use of the ILLIAC, a high speed digital computer operated by the University of Illinois Graduate College. Because of the large amount of intermediate results which must be stored in the fast access electrostatic memory (capacity 1024 forty bit words), the program was split into six different parts, each stored on the slow access magnetic drum (capacity 16,384 forty bit words). They are:

1. Input: The descriptive parameters of the antenna are read into ILLIAC.
2. Computation of $\overline{Z}_A$
3. Computation of $\overline{Y}_F$
4. Matrix multiplications of $\overline{Y}_F \overline{Z}_A$ and solution of $\overline{I} = \overline{F} \overline{I}_A$.
5. Output $\overline{I}_A$, multiply $\overline{Z}_A \overline{I}_A = \overline{V}_A$ and output $\overline{V}_A$.
6. Pattern calculation and scope display of patterns.

A control program calls each section into play as needed.

The input and basic output of the computer is by perforated paper tape which is translated by a teletypewriter. The patterns are calculated point by point and are plotted by the ILLIAC on a scope to which is attached an automatic 35 mm camera which is controlled by the computer. The camera takes a picture of the completed pattern, then advances the film into position for a new exposure. Some of the computational problems are considered in Appendix A, however, the details of the programming are not of general interest and are omitted.
3. RESULTS AND ANALYSIS

In this section the results of the computer solution of 104 different LPD models are presented and analyzed. In any analysis which is made amenable by the use of approximating techniques, justification must be given for each approximation, and appeal is usually made to experimental methods. Therefore this section compares the computed results with measurements of several laboratory models. The presentation of this section is divided into five parts, each part being concerned with one of the aspects of the operation of a log-periodic frequency independent antenna. They are:

1. The transmission region
2. The active region
3. The unexcited region
4. The input impedance
5. The far field radiation

It will be shown how each of these properties relate to the general ideas about frequency independent antennas as outlined in Section 1, and how each is controlled by the several LPD antenna parameters.

3.1 The Transmission Region

The transmission region consists of all dipole elements which are reasonably less than a half-wavelength long at a given frequency, and the portion of feeder to which these elements are attached. It is not necessary to define precisely the extent of the transmission region, since it is not the size of the region but the effects it produces which are of primary interest.

The mechanism of the transfer of energy from the feed point to the radiated wave leads one to consider two fields along the axis of the structure. One field originates at the feed point and propagates along the feeder in the
direction of the larger elements. It is called the transmission field and will be discussed in this section. The other field originates in the vicinity of the half-wavelength dipole and propagates in the direction of smaller elements, manifesting itself in the radiated field. It will be discussed in Section 3.3. Electric field lines of the transmission field and of the radiated field are sketched in Figure 14. The fact that these two fields are perpendicular along the axis of a structure with this particular feeder-element configuration allows one to measure the transmission field along the axis by the use of a properly oriented probe antenna.

As energy is launched from the feed point onto the small element end of the antenna, a TEM-type wave is set up, supported by the feeder and the small elements which load the feeder. This transmission line mode is evidenced by the electric field between the feeder conductors. The matrix $V_F$ gives the voltage across the base of each dipole element. By convention, this voltage is considered positive at the upper terminal of each element in Figure 9. The transmission line voltage is positive at the feeder conductor to the right in Figure 9. Due to the alternating manner in which the elements are connected to the feeder, the phase of the base voltage must be changed by $180^\circ$ at every other element to find the correct phase of the transmission line voltage.

3.1.1. Computed and Measured Results

A graph of the computed and measured transmission line voltage is shown in Figure 15. The data was recorded at frequency $f_3$ as a function of wavelengths from the apex. ($f_3$ is the frequency for which element three is a half-wavelength long.) The calculated voltage at the location of each element is also plotted. This 13 element antenna has the following parameters:
Figure 14. "Sketches of the transmission and radiation field lines"
Figure 15. Computed and measured amplitude and phase of the transmission line voltage vs. Relative Distance from the Apex at Frequency $f_0$; $\tau = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_0 = 100$, $Z_T = \text{short at } h_{1/2}$, $h_{1/2}^2/a = 177$.
The phase of the feeder voltage is plotted in Figures 15, 16, 17, 18 and 19. The phase is essentially linear up to \( x/\lambda = 1.00 \). This also suggests that the transmission wave propagates away from the feed point with negligible reflection. The computed input standing wave ratio for this antenna was 1.15:1 with respect to 65 ohms and the measured value was 1.17. The low VSWR is also indicative of a small reflected wave. For the case of low VSWR, the slope of the curve of phase versus distance is inversely proportional to the relative velocity of propagation of the transmission wave, \( \frac{v_t}{c} \). \( v_t \) is the phase velocity of the transmission wave and \( c \) is the velocity of light in free space. For this antenna \( \frac{v_t}{c} = 0.63 \).
Figure 16. Computed and measured amplitude and phase of the transmission line voltage vs. relative distance from the apex at frequency $f = 0.95$, $\sigma = 0.05$, $N = 13$, $Z_0 = 100$, $Z_i = \text{short at } B_{1/2}$, $h/a = 177$. 

Distance from apex $\frac{x}{\lambda}$
Figure 17. Computed and measured amplitude and phase of the transmission line voltage vs. relative distance from the apex at frequency $f \leq 1/2$; $T = 0.95$, $\sigma = 0.0564$, $N = 13$, $Z_0 = 100$, $Z_t = \text{short at } h_{1/2}$; $h/a = 17$
Figure 18: Computed and measured amplitude and phase of the transmission line voltage vs. relative distance from the apex at frequency $f = 3/4$, $\tau = 0.95$, $\Theta = 0.0564$, $N = 13$, $Z_o = 100$, $Z_t = \text{short at } h_{1/2}\ h/a = 177$
Figure 19. Computed and measured amplitude and phase of the transmission line voltage vs. relative distance from the apex at frequency $f_4$; $T = 0.95$, $\varphi = 0.0564$, $N = 13$, $Z_o = 100$, $Z_T$ = short at $h_{1/2}$, $h/a = 177$.  

**Legend:**  
- **COMPUTED**  
- **MEASURED**
In Section 3.1.2 an approximate formula for the constants of an equivalent line in the transmission region is derived. The graph of Figure 20, based on the approximate formula, shows that the transmission wave phase velocity depends primarily on the relative spacing \( \sigma \). For small spacing the loading effect of the elements is appreciable; relative phase velocities less than \( 0.6c \) have been observed. Since \( v_t \) is less than \( c \), the wavelength of the transmission wave \( \lambda_t \) is less than the free space value. \( \lambda_t \) rather than \( \lambda \) must be used if one is to compute the electrical length of any part of the transmission region.

Near field measurements made on a second model are shown in Figure 21. For this 8 element antenna \( \tau = 0.888, \sigma = 0.089, \alpha = 17.5^\circ, h/a = 125, \) and \( Z_0 = 100 \) ohms. The graphs of the magnitude and phase are generally the same as for the previous model. However, the linear portion of the phase curve is smaller, because less elements were used. A phase velocity of 0.75\( c \) is given by the slope of the left-most linear portion of the curve. The measured values of phase velocity are plotted on the graph of Figure 20. The slow wave in the transmission field was observed in every computed model. The range of parameters of the computed models was \( 0.7 \leq \tau \leq 0.98 \) and \( 0.03 \leq \sigma \leq 0.23 \).

Measurements on a different type of LP antenna have been made by Bell, Elfving, and Franks at Sylvania Electronic Defense Laboratories. Their results also demonstrate the slow wave nature of the transmission field.

Several computations were made to determine the effect of changing the phase velocity of the unloaded feeder, to simulate the use of a dielectric material in the feeder configuration. Figure 22 shows that the relative velocity of the transmission wave decreases as the relative
Figure 20. Relative velocity of transmission wave vs. \( \tau \) and \( \sigma \) with \( Z_0/Z_a = 0.33 \), computed from the approximate formula (60) page 54.
Figure 21. Computed and measured amplitude and phase of the transmission line voltage vs. relative distance from the apex at frequency \( f_c \); \( \tau = 0.888 \), \( \sigma = 0.089 \), \( N = 8 \), \( Z_o = 100 \), \( Z_T \) short at \( b_{1/2} \), \( h/\lambda = 125 \).
Figure 22. Relative velocity of transmission wave as a function of the relative phase velocity along the feeder with the elements removed.
velocity along the unloaded feeder decreases. The range of feeder velocity shown corresponds to a relative dielectric constant $1 < \varepsilon < 2.78$. The LPD performs satisfactorily under these conditions; the only noticeable change in the computed models was an increase in the input impedance and a shift of the active region towards the shorter elements. These effects are the same as those resulting from an increase in the characteristic impedance of the feeder. (See Sections 3.4.3 and 3.5.1.2). The feasibility of using a dielectric in the antenna structure was shown in a model that was constructed from double copper-clad Rexolite using printed circuit techniques. It exhibited uniform directivity over the design band. This antenna is discussed in Section 5.2.

A discussion of the effects of changing the characteristic impedance of the feeder and the h/a ratio will be taken up in Section 3.4, because these factors can be used to control the input impedance.

3.1.2 An Approximate Formula for the Constants of an Equivalent Line in the Transmission Region.

The transmission region displays some of the characteristics of a uniform transmission line. The small, non-radiating elements load the feeder to produce the slow wave. Furthermore, this loading appears to be uniform because the magnitude of the voltage is constant and the phase is linear throughout the transmission region. This uniform loading is due to the shunting capacitance of each element. To the first approximation, the capacitance of a small dipole is proportional to its length, and on an LPD, the spacing $d_j$ at element $j$ is also proportional to the length of element $j$, thus, the added capacitance per unit length is constant. Consider the approximate formula for the input impedance of a small dipole
antenna of half-length \( h \),

\[
Z = -jZ_a \cot \beta h,
\]  

(48)

where \( \beta \) is the free space propagation constant. \( Z_a \) is called the average characteristic impedance of a dipole antenna,

\[
Z_a = 120 \left( \ln \frac{h}{a} - 2.25 \right)
\]  

(49)

This is a modification of a formula in Jordan\textsuperscript{15} which was derived by Siegel and Labus\textsuperscript{16}. The original formula for \( Z_a \) contains a term which depends on the height of the dipole relative to wavelength; the factor 2.25 in Equation (49) represents an average height. Replacing the cotangent function in Equation (48) by its small argument approximation, the capacitance of the \( n \)th dipole is given by

\[
C_n = \frac{h_n}{c Z_a},
\]  

(50)

where \( c \) is the velocity of light in vacuum. Using the mean spacing at dipole \( n \)

\[
d_{\text{mean}} = \sqrt{d_n d_{n-1}} = \frac{d_n}{\sqrt{\tau}},
\]  

(51)

the capacitance per unit length is given by

\[
\Delta C = \frac{C_n}{\text{length}} = \frac{h_n \sqrt{\tau}}{c d Z_a}
\]  

(52)

But \( h_n / d_n \) is related to the spacing factor \( \sigma \) by

\[
\sigma = \frac{1}{4} \frac{d_n}{h_n}
\]  

(53)
hence

\[ \Delta C = \frac{\sqrt{\tau}}{4c^0 z_a} \]  

(54)

The characteristic impedance of the unloaded feeder is given by

\[ Z_o = \sqrt{\frac{L_o}{C_o}} \]  

(55)

and the characteristic impedance of the equivalent line is given by

\[ R_o = \sqrt{\frac{L_o}{C_o + \Delta C}} \]  

(56)

Using \( \sqrt{L_o C_o} = 1/c \) and substituting, one finds

\[ R_o = Z_o / \sqrt{m} \]  

(57)

where

\[ m = 1 + \frac{Z_o}{Z_a} \frac{\sqrt{\tau}}{4c^0} \]  

(58)

Similarly, the propagation constant for the equivalent line is given by

\[ B_t = B \sqrt{m}. \]  

(59)

The relative phase velocity of the transmission wave is given by

\[ \frac{v_t}{c} = \frac{B}{B_t} = \frac{1}{\sqrt{m}}. \]  

(60)

The graph of Figure 20 was plotted according to Equation (60). In Section 3.4, Equation (57) is used to approximate the input impedance of the LPD.

In summary, all the available data suggests that the region which contains electrically small elements acts as a uniform transmission line which is
matched to the active region. This is why the front end of an LPD can be truncated without adverse effects on the frequency independent character-
istics.

3.2 The Active Region

The active region in the LPD antenna consists of several dipole elements whose lengths border on a half-wavelength at a given frequency, and the portion of feeder to which these elements are attached. It is this part of the antenna which determines the characteristics of the radiated field. This section presents calculated and measured results which show how the power in the feeder wave is divided among the radiating elements. A useful concept, the bandwidth of the active region, is formulated and its functional dependence on the several LPD parameters is given.

3.2.1 Element Base Current in the Active Region

The dipole elements in the active region transfer the power from the transmission wave to the radiated field. Figure 23 shows the base impedances of the dipole elements in an 8-element LPD operating at \( f_4 \). Base impedance here means the ratio of voltage to current at the base of each element, when the antenna is fed in the usual manner. The base impedances of elements 4 and 5 are predominately real, so conditions are favorable for the coupling of energy from the feeder onto the radiating elements in the active region. The small elements 6, 7, and 8 are capacitive and therefore loosely coupled to the feeder. The large elements 1, 2, and 3 are inductive and also loosely coupled. The base impedance of all computed models in the range \( 0.8 \leq \tau \leq 0.98 \) and \( 0.03 \leq \sigma \leq 0.23 \) behaved in a similar manner. For \( \tau < 0.8 \), the base impedance of only one antenna element was predominately real at any given frequency; for these models the performance was not frequency independent.
Figure 23. Computed base impedance $Z_b$ vs. element number for an eight element LPD at frequency $f_4$. 
Figure 24 is a graph of the relative amplitude of element base current as a function of $x/\lambda$, which is the normalized distance from the apex of the antenna. The location of each element is indicated in the figure. The lines which connect the values of current at the discrete location of each element are for clarity of presentation only. A loop-probe technique was used to measure the base current, as explained in Appendix B. The element base currents in the active region rise to a peak in the element which is somewhat shorter than a half-wavelength. As frequency is changed, the shape of this curve remains unchanged as shown in Figures 25, 26, 27 and 28. That is, the active region moves along the antenna as frequency is changed, but its distance in wavelengths from the apex remains constant. Figure 29 shows the computed magnitude of the base currents in the active region of an eight element antenna at frequencies related by $\tau$. These curves are identical except for $f_1$ and $f_6$. At these frequencies the active region becomes deformed as it begins to include the largest or smallest element on the antenna. When this happens, the lower or upper frequency limit is reached.

The phase of the current from element to element in the active region is also plotted in Figures 24 through 28. This is the phase which has to be considered when computing the radiation pattern. Since the phase can be determined only within a multiple of $2\pi$, many phase velocities are compatible with a given phase progression. In Figures 24 through 28, the slope of the phase curve in the active region was chosen to yield the largest phase velocity compatible with the given phase progression. This phase velocity is approximately equivalent to that of the first backward space harmonic of a periodic structure made up of cells identical to the central cell of the active region. Mayes, Deschamps and Patton have explained the operation of unidirectional
Figure 24. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_3$; $\tau = 0.95$, $\sigma = 0.0564$, $Z_0 = 100$, $h/a = 177$, $Z_T =$ short circuit at $h_1/2$. 
Figure 25. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_2 \times 1/4$; $\tau = 0.95$, $\sigma = 0.0564$, $Z_0 = 100$, $h/a = 177$, $Z_T$ = short circuit at $h_1/2$. 
Figure 26. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency \( f = 0.95 \), \( \sigma = 0.0564 \), \( Z_0 = 100 \), \( h/a = 177 \), \( Z_a = \) short circuit at \( h/2 \).
Figure 27. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency \( f = 0.95 \), \( \sigma = 0.0564 \), \( Z_0 = 100 \), \( h/a = 177 \), \( Z_1 = \) short circuit at \( h_1/2 \).
Figure 28. Computed and measured amplitude and phase of the element base current vs. relative distance from the apex, at frequency $f_d$, $\tau = 0.95$, $\sigma = 0.0564$, $Z_0 = 100$, $h/a = 177$, $Z_T$ = short circuit at $h_1/2$. 
Figure 29. Relative amplitude of base current in the active region vs. element number, frequencies $f_1$ thru $f_6$, $\tau = 0.886$, $\sigma = 0.009$, $N = 8$, $z_0 = 100$, $h/a = 125$, $Z_T$ short at $h_1/2$. 
frequency independent antennas in terms of backward wave radiation.

The computed phase velocity of the first backward space harmonic as a function of $\sigma$ is shown in Figure 30 for several values of $\tau$. These curves represent average values taken over several frequencies. As the spacing increases, the phase velocity increases. For low values of $\tau$ the relative phase velocity increases rapidly with increasing $\sigma$, indicating the possibility of radiation broadside to the antenna. Several models have exhibited broadside radiation patterns; these are discussed in Section 3.5.

The mutual impedance of the elements in the active region plays a fundamental role in determining the amplitude and phase of the element currents. To find if any of the mutual terms in the element impedance matrix could be neglected, several tests were made in which the range of the mutual coupling was changed. If $Z_{ij}$ is the mutual impedance between element $i$ and element $j$, the range is given by the number $|i-j|$. Thus range 0 means all mutual terms are zero, range 1 means all mutual terms excepting those for adjacent elements are zero, etc. Limiting the mutual effect to range 2 causes distortion of the computed patterns. The average input impedance level remains about the same, but the input standing wave ratio increases from its actual value for full range coupling. This means that one must take into account interaction at range 3 or greater to determine the relative excitation of each element.

### 3.2.2 Width and Location of the Active Region

For a given antenna, the usable bandwidth for frequency independent operation depends on the relative distance the active region can move before it becomes distorted by the smallest or largest element. Thus the width of
Figure 30. Computed relative phase velocity of the first backward space harmonic in the active region vs. $\frac{v}{c}$ for several values of $\varphi$. 

$\varphi = 100$ and $h/a = 177$. 

$T = 0.875$, $T = 0.8$, $T = 0.7$.
the active region, if properly defined, can be used to measure the bandwidth capability of a given antenna. Furthermore, the knowledge of the width of the active region is prerequisite to the design of an antenna to cover a given bandwidth. The lower cut-off frequency of a given antenna is determined by the length of the longest element. Conversely, if the lower cut-off frequency is given, the relative length of the longest required element in the active region must be known to fix the length of the longest element on the antenna.

If the active region was very narrow, the operating bandwidth of the antenna would be given substantially by the ratio of the length of the largest to smallest element. This ratio will be called the structure bandwidth, \( B_S \).

\[
B_S = \frac{l_{\text{max}}}{l_{\text{min}}} = \frac{1}{N}
\]  

Since the active region has some width, it is apparent that the operating bandwidth \( B \) is always less than \( B_S \) by a factor which can be called the bandwidth of the active region, \( B_{ar} \). Thus

\[
B = \frac{B_S}{B_{ar}}.
\]  

Placing numerical values on \( B \) and \( B_{ar} \) is complicated by the fact that the width of the active region is not easily quantified. This is because the observable characteristics of an LPD, such as the pattern and input impedance, do not change abruptly from the values which characterize frequency independent operation to values which are unquestionably outside the range of operation. Actually, the characteristics change slowly, and only by applying a tolerance to the pattern, or input impedance, can a figure be chosen which represents the operating bandwidth of an LPD.
It was impractical to hunt for the limits of operation of all the computed models; this would have involved testing each model at many closely spaced frequencies. Instead, empirical values of the bandwidth and location of the active region were determined in the following manner.

Figure 31 is a sketch of a typical curve of base current versus distance from the apex. As the high frequency limit is approached, the active region moves toward the apex and the amplitude of the current in the shortest element increases. When this current increases to within 10 db of the maximum, it is observed that the input VSWR begins to depart from its mid-band value. This occurs somewhat before a significant change in the pattern is observed. Therefore $x'$, the location of the -10 db point nearest the apex, can be taken as a definition of the high frequency edge of the active region.

At the low frequency limit, distortion of the active region is accompanied by an increase in the H-plane beamwidth and a change of impedance. The beamwidth was chosen as a criterion because the low frequency patterns are always smooth and single-lobed, facilitating unambiguous measurement. When the current in the longest element increases to $I_{lo}'$, an amount sufficient to increase the H-plane beamwidth by 10 percent, the low frequency limit is said to be reached. The distance from the apex to the $I_{lo}'$ point, $x_{lo}'$, depends on $Z_0$ and $h/a$ but is substantially independent of $T$ and $C$. For the cases with $Z_0 = 100$ ohms and $h/a = 177$, $x_{lo}'$ is equal to $x_{\lambda/2}'$, the distance to the half-wave element. As the feeder impedance $Z_0$ is increased or the ratio $h/a$ is decreased on a given model, the active region is found to move toward the apex in a manner where $x^+$ is the distance to the -10 db point farthest from the apex, such that $x_{lo}'/x^-$ and $x^+/x^-$, remain constant. As a consequence, the location of the half-wavelength element with respect to the active region
Figure 31. A typical curve of base current vs. distance from the apex, showing the quantities used in the definition of the bandwidth and location of the active region.
changes.

Knowing the high and low frequency edges of the active region, the bandwidth of the active region is given by

\[ B_{ar} = \frac{x_{10}}{x}, \]  

(63)

In many practical applications the requirements will be less stringent and the bandwidth of the active region can be decreased accordingly. In a previous paper, \( x^+ \) was taken as the low frequency edge. The old definition was subsequently found to result in \( B_{ar} \) 's greater than necessary for values of \( \tau \) less than 0.875. A graph of \( B_{ar} \) versus \( \sigma \) for several values of \( \tau \) is shown in Figure 32. The circles are computed values and the straight lines are based on an empirical formula fitted to the computed results,

\[ B_{ar} = 1.1 + 30.7 \sigma (1-\tau) \]  

(64)

The empirical formula agrees with the computed and measured results for all but the lowest values of \( \tau \), so its use should be restricted to \( \tau \geq 0.875 \).

For a fixed \( \tau \), the bandwidth of the active region increases as \( \sigma \) increases. This is an important design consideration, because the size of an antenna to cover a given bandwidth increases as \( B_{ar} \) increases.

The relationship between \( x_{10} \) and \( x_{\lambda/2} \) takes the form

\[ x_{10} = S(Z_o, h/a) x_{\lambda/2} \]  

(65)

Due to the geometry of the antenna, an identical relation exists between the half-wavelength transverse dimension and the length of the largest required element in the active region.

\[ l_{10} = S(Z_o, h/a) \frac{\lambda}{2} \]  

(66)
Figure 32. Bandwidth of the active region, $B_{ar}$, vs. $\sigma$ and $\tau$. 

- **COMPUTED**
- **EMPIRICAL FORMULA**
Thus $S$ represents a shortening factor, and it serves to locate the active region with respect to the half-wavelength transverse dimension. Figure 33 is a graph of the computed shortening factor as a function of $Z_o$ for several values of $k$. $S$ was found to be essentially independent of $\tau$ and $\sigma$ in the range $0.5 \leq \tau \leq 0.95$, and $0.075 \leq \sigma \leq 0.21$. In the computed models, low values of $h/a$ which correspond to thick elements were not extensively investigated; in these cases the approximations of the theory are not well satisfied. The curves have been extrapolated to low values of $h/a$ by the inclusion of measured results. The $S$ factor is significant; for high values of feeder impedance the shortening can be equivalent to scaling the antenna by a factor $\tau$, resulting in the saving of one element at the large end of the antenna. Work done by Isbell on models in which the radii of the elements were held constant, so that $h/a$ varied from 20 to 100, showed that the largest element was roughly $0.47\lambda$ at the low frequency cut-off, and this agrees with the trend observed in Figure 33. Another researcher in the field agrees with the location of the active region, but finds that the stated values of $B_{ar}$ are somewhat high if the front-to-back ratio of the pattern is used as a criterion. At any rate, the above results can be used as a guide in the design of LPD antennas for specific applications.

3.3 The Unexcited Region

The unexcited region consists of all dipole elements larger than a half-wavelength at a given frequency, and the portion of feeder to which these elements are attached. This section shows that an unexcited region exists on an LPD because of the efficient manner in which the power in the feeder wave is radiated by the active region. In this case the operation of the LPD antenna is unaffected by the truncation at the large end. The results of
Figure 33. Shortening factor $S$, vs. $Z_o$ and $h/a$. 
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several measurements of this property are presented.

Perhaps the most easily observed property of a successful log-periodic antenna is the insensitivity of the pattern and input impedance to the abrupt discontinuity at the large end of the antenna between the structure and free space. The absence of end effects can be verified by distorting the structure at the large end of the antenna or by operating the antenna in front of a conducting screen. In either case the characteristics of the antenna performance should not change. This lack of end-effect was observed by the original researchers in field and was postulated as a necessary condition for log-periodic performance. Furthermore, it was thought that a necessary condition for lack of end effect was that the major portion of the radiated field should be in the direction of shorter elements, so that the longer elements are not illuminated.

As shown in the preceding section, the magnitude of the element current decreases rapidly in the unexcited region. This is because most of the incident power in the transmission wave has been radiated by the elements of the active region. One might reason that the elements which are longer than a half wavelength are not efficiently coupled to the feeder, due to a difference in impedance levels. This is true to an extent, but the fact remains that on a successful LPD there is no practical amount of power on the feeder to excite the longer elements, even if they were efficiently coupled. In fact, there do exist many regions where coupling is favorable; they are in the neighborhood of elements whose lengths are odd multiples of a half-wavelength. These regions will radiate if power is delivered to them by the feeder. This effect has been exploited by Professor Mayes and the author in the design of high gain multi-mode LP antennas.
The amount of end effect or excitation of $\frac{3\lambda}{2}$ elements depends on the radiating efficiency of the active region. Assuming the rest of the structure lossless, the radiating efficiency can be defined as

$$\eta = \frac{P_{IN} - P_T}{P_{IN}}$$ (67)

$P_{IN}$ is the total input power and $P_T$ is the power dissipated in a matched resistor at the large end of the antenna, i.e. $Z_T = Z_o$. End effect depends on the amount of power delivered to the termination, and one would expect $P_T$ to be negligible when the antenna is performing satisfactorily. Figure 34 is a graph of $\eta$ versus the length of the longest element in wavelengths. Computed values for feeder impedances of 100 and 300 ohms are plotted for an LPD with $T = 0.888$ and $\sigma = 0.089$. The relative length of the longest element was varied by changing the frequency; identical results would obtain by changing the antenna size. When the longest element is a half-wavelength, more than 80% of the incident power has been dissipated by radiation from the active region. The antenna is more efficient for $Z_o = 300$ ohms than for $Z_o = 100$ ohms for fixed $\frac{T}{\lambda}$. This is partially the result of the movement of the active region toward the smaller elements as $Z_o$ is increased, as was discussed in Section 3.2.2. The X's on the graph correspond to values measured by Isbell on an LPD with $T = 0.89$ and $\sigma = 0.0275$, with $Z_o = 104$ ohms. The measured results agree with the computed results for $Z_o = 100$ ohms in the neighborhood of $\frac{T}{\lambda} = 0.5$. This is an indication that the low frequency edge of the active region remains fixed as $\sigma$ is changed.

The end effect or the possibility of exciting $\frac{3\lambda}{2}$ elements on an LPD depends on $T$ and the feeder impedance $Z_o$. Figure 35 shows the computed
Figure 34. Radiating efficiency of the active region vs. relative length of the longest element.
Figure 35. Radiating efficiency of the active region vs. feeder impedance and $\tau$. 
efficiency as a function of $Z_o$ for $\tau = 0.92$ and $f_1/\lambda = 0.68$, for $\tau = 0.888$ and $f_1/\lambda = 0.71$, and for $\tau = 0.800$ and $f_1/\lambda = 0.97$. The curves were determined by averaging high, optimum, and low values of $\sigma$; the deviation ranges from $\pm 3\%$ for $\tau = 0.8$ to $\pm 1\%$ for $\tau = 0.92$. For the given values of $f_1/\lambda$ the active region is well ahead of the longest element. Nevertheless for low values of $\tau$ and $Z_o$ an appreciable amount of power remains on the feeder behind the antenna. If the efficiency is less than 85 or 90 percent and the antenna is terminated in a mis-match (e.g. a short circuit), sufficient power will be reflected back into the active region to cause the antenna characteristics to depend on frequency. If an LPD has an operating bandwidth greater than 3:1, at some frequencies $3\lambda/2$ elements will exist on the antenna. If the efficiency of this model is low, the $3\lambda/2$ elements will be energized, and there will be two active regions on the antenna. In severe cases pattern lobing will occur.

Provided the efficiency is greater than 90%, a short circuit at a distance $h_1/2$ behind the longest element is a satisfactory termination for all models in the range $0.8 < \tau < 0.98$ and $0.03 < \sigma < 0.23$. The 90% efficiency requirement places a lower limit on the allowable values of $\tau$ and $Z_o$. This is why it is difficult to achieve, for example, a 50 ohm input impedance if the required feeder impedance is less than 75 ohms and $\tau$ is less than 0.888. The relation between feeder impedance and input impedance is discussed in Section 3.4.3.

The absence of end effect is an important feature of frequency independent antennas. It has been found that the frequency dependent performance of many unsuccessful log-periodic structures can be attributed to end effects.

3.4 The Input Impedance

The input impedance of a log-periodic dipole antenna is measured at the
juncture of the feeder and the smallest dipole element. This section considers the input impedance level as being determined primarily by the characteristics of the equivalent line in the transmission region. Data are presented which show how the input impedance depends on the various LPD parameters, and an approximate formula is given which enables one to design an LPD with a required input impedance. A wide practical range of impedance levels can be obtained, and factors which ultimately limit this range are discussed.

3.4.1 General Characteristics of LPD Input Impedance

A plot of input impedance versus frequency for an eight-element LPD with \( \tau = 0.888 \) and \( \sigma = 0.089 \) is shown on the Smith Chart of Figure 36. The numbers on the chart are the \( j \)'s in

\[
f_j = f_1 \tau^{1-j}
\]

(68)

where \( f_1 \) is the frequency for which element 1 is a half-wavelength long.

Except for \( f_0, f_{1/2}, f_7 \) and \( f_8 \), the points cluster around a mean resistance level \( R_0 \). To find \( R_0 \), a circle is drawn with its center on the resistance axis, enclosing the cluster. The intersections of the circle with the resistance axis determine the minimum and maximum swing of resistance. \( R_0 \) is then given by

\[
R_0 = \sqrt{R_{\text{max}} R_{\text{min}}}
\]

(69)

The standing wave ratio with respect to \( R_0 \) is given by

\[
\text{SWR} = \sqrt{\frac{R_{\text{max}}}{R_{\text{min}}}}
\]

(70)

In Figure 36, the mean resistance level is 72 ohms and the standing wave ratio, with respect to 72 ohms, is 1.25:1. The points for \( f_0 \) and \( f_{1/2} \) fall outside
Figure 36. Input impedance vs. frequency of an eight element IRN.
the cluster; this indicates that the low frequency limit has been exceeded. The points \( f_7 \) and \( f_8 \) also fall outside the cluster, indicating that the high frequency limit has been exceeded. These effects are typical and characterize all LP antennas. To the extent that the SWR can be neglected, the points which make up the cluster define the frequency independent impedance bandwidth of this antenna.

Ideally, the input impedance at the apex of an infinite log-periodic structure should be the same for all frequencies related by the scale factor \( T \). There is at least one reason why this does not generally hold for LP antennas, even for frequencies within the design band. In any practical LP, the scaling from cell to cell must start at a small but finite element, because the device which delivers energy to the antenna cannot be made arbitrarily small. This means that there is always a portion of the structure missing due to the front truncation. In Section 3.1 it was shown that the transmission region acts as a uniform line. Since a fixed length of this line is missing (the part from the apex to the smallest element), impedances are not transformed to the apex, and a frequency dependent variation is imposed. The departure from the ideal log-periodic variation is negligible only if the removed piece of line is electrically small at the highest operating frequencies. The electrical length of front-truncated line depends on the propagation constant in the transmission region and the distance \( x_N \) from the apex to the shortest element. In some cases the front truncation can introduce an appreciable effect. The graph of Figure 36 is one such example. Here the equivalent length of the front truncation amounts to \( 0.75\lambda_t \) at the high frequency limit (\( \lambda_t \) is the wavelength of the transmission wave). The input impedances at frequencies related by integral powers of \( T \) are not equal. An example of
a case in which the front truncation can be neglected, at least for low frequencies, is shown in Figure 37. This antenna has $\tau = 0.8$ and $\alpha = 30^\circ$, with 13 elements. Frequencies $f_3$ through $f_4$ are plotted, and the input impedances are practically equal. In this case the front truncation amounted to about 0.072 $\lambda_t$. This example also illustrates the way the impedance varies as frequency changes from $f$ to $\tau f$. This typical variation produces a standing wave ratio at the input terminals which is a complicated function of the LPD parameters.

### 3.4.2 Input Impedance as a Function of $\tau$ and $\sigma$

The input SWR with respect to $R_o$ of a precisely constructed LPD is usually small no matter how severe the front truncation. This fact suggests that the observed mean resistance level $R_o$ is actually the characteristic impedance of an equivalent line in the transmission region, and that the active region presents a good match to this line. The approximate formula for the constants of the equivalent line, derived in Section 3.1.2, can then be used to find the functional variation of the input impedance of an LPD. Rewriting Equation (57), yields

$$R_o = \frac{Z_o}{\sqrt{1 + \frac{Z_o}{Z_a} \sqrt{\frac{\tau}{\sigma}}}}$$

(71)

One finds that the mean resistance level is a function of all the LPD parameters. Figure 38 is a graph of Equation (71) for $Z_o = 100$ and $Z_a = 350$ as a function of $\sigma$ for two values of $\tau$, 0.8 and 0.97. This shows that the dependence on $\tau$ is not very great. For a given $Z_o$ and $Z_a$ the value of $R_o$ depends primarily on the spacing $\sigma$. As $\sigma$ increases the added loading decreases, so $R_o$ approaches the $Z_o$ of the unloaded feeder. Several computed values are plotted on the graph.
Figure 37. Input impedance showing periodic variation with frequency.
Figure 38. Input impedance $R_o$ vs. $\sigma$ and $\tau$ for $Z_o = 100$ and $h/a = 177$. 
The error between the approximate formula and measured or computed results is usually less than 10%.

An indication of the nature of the error involved in assuming that the capacitive loading of a small element is distributed uniformly over a section of the feeder can be found. Consider the loading to consist of small, identical elements, uniformly spaced. Assuming the capacitance of a small dipole to be proportional to its length as in Section 3.1.2, the characteristic impedance of this equivalent line can be found. It is

\[
R_o = \frac{Z_o}{\sqrt{1 + \frac{Z_o}{Z_a} \frac{\sqrt{T}}{4\varphi} \left(\sin \varphi + \frac{1}{2} \frac{Z_o}{Z_a} \frac{\sqrt{T}}{4\varphi} (\cos \varphi - 1)\right)}}
\]  

(72)

Here \( \varphi \) is the electrical length in radians of one section of line, \( \varphi = \frac{2\pi d}{\lambda} \), where \( d \) is the distance between neighboring elements. As \( \varphi \) goes to zero, (72) reduces to (71). A graph of the error involved in using (71) rather than (72) is shown in Figure 39, where the percent error is plotted as a function of \( d/\lambda \). The error is small for all values of \( d/\lambda \) found in the transmission region of an LPD.

The computed standing wave ratio with respect to \( R_o \) as a function of \( \varphi \) for several values of \( \tau \) is shown in Figure 40. For these models \( Z_o = 100 \) ohms and \( h/a = 177 \). The SWR decreases as \( \tau \) increases, and for low values of \( \tau \), a minimum value of SWR exists. For the two large laboratory models which were used for the near field measurements, the values of SWR agreed with the computed values. However, the SWR of pattern models was always greater than
Figure 39. Difference between the approximate discrete formula and approximate distributed formula for \( R_{\alpha} \) vs. the distance between elements as a percent of the latter.
Figure 40. Computed SWR vs. $\theta$ and $\tau$, for $Z_o = 100$ and $h/a = 177$. 
the computed value; this is because the details of the feed-point geometry assume additional importance at higher frequencies.

3.4.3 Input Impedance as a Function of \( Z_o \) and \( h/a \)

For fixed \( \tau \) and \( \sigma' \), the mean resistance level is determined by the characteristic impedance of the feeder, \( Z_o \). The graph of Figure 41 shows that \( R_o \) increases as \( Z_o \) increases. The computed points are shown along with the measured values. In addition, points calculated from the approximate formula (71) are also shown. In all cases the agreement is good, demonstrating the utility of the approximate formula.

Figure 42 shows how \( R_o \) depends on \( Z_o \) as a function of the mean spacing factor \( \sigma' = \sigma/\sqrt{\tau} \), using the approximate formula (71). As \( \sigma' \) increases, the slope of the curves approach unity, indicating that \( R_o \) approaches \( Z_o \).

The element thickness as given by the ratio \( h/a \) can also be used to control the input impedance. Figure 43 shows the effect of changing \( h/a \) with fixed \( Z_o \), for several values of \( \sigma' \). As \( h/a \) increases, the loading decreases and \( R_o \) increases.

It can be seen from the preceding graphs that the input impedance of IPD antennas can be adjusted over a wide range. The upper limit is determined by the problems involved in constructing feeder configurations. Even when four wire balanced lines are used, characteristic impedances greater than 600 ohms are difficult to achieve. An added reactance due to the large gap between the two halves of each dipole would possibly cause detrimental effects. In the computed models there was no way of taking this into account; the computer results show that antennas with \( Z_o = 500 \) ohms work just as well as antennas with \( Z_o = 100 \) ohms. The lower limit of \( Z_o \) is determined by the radiating...
Figure 41. Input impedance $R_0$ vs. feeder impedance $Z_0$, $\tau = 0.888$, $\sigma = 0.089$, $N = 8$, $h/a = 125$. 
Figure 42. Input impedance $R_o$ vs. $Z_o$ and $\sigma'$ with $h/a = 177$, from the approximate formula.
Figure 43. Input impedance $R_0$ vs. $h/a$ and $\sigma$, $Z_0 = 100$, from the approximate formula.
efficiency of the antenna. As previously shown in Section 3.3, in all models in which $Z_o$ is less than 75 ohms an appreciable amount of power remains on the feeder at the large end of the antenna. This power is reflected back through the antenna if the feeder is shorted at the large end, as is commonly done, or it is wasted if a resistive termination is used. This effect has been detected in the computed models. Figure 44a shows the input impedance of an LPD with $Z_o = 50$ ohms, terminated in a 50 ohm resistor. The impedance locus has the same characteristics as for higher values of $Z_o$. However, when a purely reactive termination is used, the input impedance locus blossoms out as shown in Figure 44b, indicating that the end effect is appreciable. In addition, irregularities in the pattern occur, otherwise the increased SWR could probably be tolerated.

Formula (71) can be inverted to find the feeder impedance required to achieve a given input impedance. In its most useful form $Z_o$ is normalized with respect to $R_o$, resulting in

$$\frac{Z_o}{R_o} = \frac{1}{8\sigma' \frac{Z_a}{R_o}} + \sqrt{\frac{1}{8\sigma' \left(\frac{Z_a}{R_o}\right)^2}} + 1. \quad (73)$$

As in Equation (71) $Z_a$ is the average characteristic impedance of a short dipole, given by

$$Z_a = 120 \text{ (in h/a - 2.25).} \quad (74)$$

A graph of $Z_a$ versus h/a is given in Figure 45. Figure 46 is a graph of the relative feeder impedance $Z_o/R_o$ versus the relative characteristic dipole impedance $Z_a/R_o$, for several values of the mean spacing factor $\sigma'$. This graph can be used to design for a specific input impedance, given $\sigma'$ and $Z_a$. 
Figure 44b. Input impedance $\tau = 0.888$, $\sigma = 0.093$, $N = 8$, $Z_0 = 50$, $Z_T =$ short
at $h_1/2$, at frequencies $f_3$, $f_4$, $f_5$ and $f_6$. 
Figure 45. Average characteristic impedance of a dipole $Z_a$ vs. height to radius ratio $h/a$. 

$Z_a = 120 (h/a)^{0.25}$
Figure 46. Relative feeder impedance $Z_f/R_o$ vs. relative dipole impedance $Z_d/R_o$, from the approximate formula.
Input impedance levels from 35 to 200 ohms have been measured using the coaxial line feed method pictured in Figure 9. If higher impedance levels are required for use with balanced twin line, the 4:1 balun transformer scheme suggested by Dr. Jordan can be used. In Figure 47, the feeder of an LPD is shown but the elements are not. $R_o$ represents the antenna input impedance at the front end. This load can be driven in parallel by two coaxial lines of characteristic impedance $2R_o$. Each line is inserted through one of the feeders as shown, and at the back of the antenna they are connected in series. A parallel wire line with characteristic impedance $4R_o$ is then connected to the series combination, resulting in a perfect match to the antenna. This balun transformer scheme has a bandwidth equal to the operating bandwidth of the antenna. Since there is no current on the feeder at the back of the antenna, the quarter-wave choke which is ordinarily used in a 4:1 balun is not required, so the balun does not depend on frequency. This technique has been used with success in the design of LPD television receiving antennas.

3.5 The Far Field Radiation

The far field properties of the LPD antenna are determined from the equations of Section 2.2.2. This section presents computed results which show how the characteristic pattern of an LPD depends on the various parameters. The characteristic pattern of an LPD is defined as the pattern which typifies the antenna for all frequencies within the design band. The computed patterns are compared with patterns of several experimental models, recorded by the University of Illinois Antenna Laboratory pattern range facilities. Consideration is also given to factors which control the relative phase of the far field. The phase center of an LPD is defined, and measured and computed
Figure 47. A Frequency independent 4:1 balun transformer for use with LPD antennas
data are presented which show that the phase center is located at the active region.

3.5.1 Radiation Patterns

Examples of the computed relative field intensity patterns are shown in Figure 48. For this LPD, \( T = 0.888 \), \( \sigma = 0.089 \) and \( N = 8 \). \( f_j \) denotes the frequency

\[
f_j = f_1 \tau^{1-j}
\]

(75)

where \( f_1 \) is the frequency for which element number one is a half-wavelength long. The characteristic pattern is observed over the range \( f_1 \) to \( f_7 \), which yields a pattern bandwidth of approximately \( (0.888)^{1-7} = 2.04 \). At \( f_8 \) definite pattern deterioration has occurred, indicating that the high frequency limit has been exceeded. Figures 53, 54, and 55a are enlarged patterns which show the negligible variation as frequency changes from \( f \) to \( T_f \). The computed patterns of Figure 49 are for the same antenna with fewer elements, \( N = 5 \). Again there is no measurable difference. In addition to exhibiting negligible variation over a period, the characteristic pattern of this antenna does not depend on the number of elements, as long as there are enough elements to support the active region. Thus, according to the definition, this antenna can be called frequency independent with respect to its radiation pattern. This behavior is typical of computed and measured LPD patterns. The only exceptions occur when there is an end effect. These exceptions are characterized by patterns which change with frequency. The patterns broaden and sometimes side lobes appear.

The gross pattern behavior can be observed from a plot of the computed half-power beamwidth versus frequency, as in Figure 50. The E-plane pattern holds constant over a wider frequency range than the H-plane pattern.
Figure 48. An example of radiation patterns computed by ILLIAC, \( \tau = 0.883, \eta = 0.089, N = 8, Z_0 = 100, Z_T = \) short at \( h_{1/2} \)
Figure 49. Computed patterns, $\tau = 0.868$, $\varphi = 0.089$, $Z_0 = 100$, $Z_m$ = short at $h/2$, showing no difference between patterns for $N = 5$ and $N = 8$. 
Figure 50. Computed half power beamwidth vs. frequency; $\tau = 0.888$, $\sigma = 0.089$, $N = 8$, $Z_0 = 100\Omega$, $Z_T =$ short at $h/2$. 
This trend is evidenced by all LPD antennas, and results from the strong dependence of the H-plane pattern on the array factor* of the antenna, whereas the more directive E-plane element pattern masks small changes in the array factor. The graph of H-plane beamwidth shows that the active region spans several elements, because the pattern bandwidth is significantly less than the structure bandwidth. The graph also shows that the center of the active region is located somewhat ahead of the half-wavelength element, because the center of the pattern band is located at a lower frequency than the center of the structure band.

Examples of measured and computed patterns are given in Figures 51 through 56 for $\tau = 0.386$ and $\xi = 0.089$; in Figures 57 through 59 for $\tau = 0.98$ and $\xi = 0.057$, and in Figures 60 through 62 for $\tau = 0.8$ and $\xi = 0.137$. The measured cross polarization was found to be more than 20 db below the pattern maximum as long as the spacing between the feeder conductors is small compared to the shortest wavelength of operation. In every case the computed E-plane beamwidth is narrower than the one measured, and the computed H-plane beamwidth is wider than the one measured. These errors tend to compensate each other in the computation of antenna directivity, so the comparison of computed and measured directivity is more accurate than the comparison of computed and measured beamwidth. The error is incurred because the actual current on the dipole elements apparently departs from the assumed sinusoidal form.

---

* Actually, it can be seen from Equations (46) and (47) that the pattern cannot be expressed as the product of an element factor and an array factor, because of the differing element lengths. However, it is convenient to think in these terms here, owing to the dissimilarity between the E-plane pattern of a single element (a figure eight pattern) and the H-plane pattern (omnidirectional).
Figure 51. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_o = 100$, $Z_T$ = short at $h/2$
Figure 52. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_0 = 100$, $Z_\text{a} = \text{short at } h_1/2$
Figure 53. Computed and measured patterns; $T = 0.888$, $\sigma = 0.089$, $Z_0 = 100$, $Z_T = \text{short at } h_{1/2}$
Figure 54. Computed and measured patterns: $\tau = 0.888$, $\sigma = 0.089, Z_o = 100, Z_T = \text{short at } h_1/2$.
Figure 55. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_0 = 100$, $Z_p = \text{short at } h_1/2$
Figure 56. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_o = 100$, $Z_r =$ short at $h_1/2$
Figure 57. Computed and measured patterns; $\tau = 0.98$, $\sigma = 0.057$, $N = 12$, $Z_o = 100$, $Z_T =$ short at $h_1/2$
Figure 58. Computed and measured patterns; $\tau = 0.98$, $\sigma = 0.057$, $N = 12$, $Z_0 = 100$, $Z_1$ short at $h_1/2$
Figure 59. Computed and measured patterns; \( \tau = 0.98 \), \( \sigma = 0.057 \), \( N = 12 \), \( Z_o = 100 \), \( Z_T \) = short at \( h_1/2 \).
Figure 60. Computed and measured patterns; $\tau = 0.8$, $\sigma = 0.137$, $N = 8$, $z_0 = 100$, $z_T$ = short at $h_1/2$
Figure 61. Computed and measured patterns; \( \tau = 0.8, \sigma = 0.137, N = 8, Z_0 = 100, Z_T = \text{short at } h_1/2 \)
Figure 62. Computed and measured patterns; $\tau = 0.8$, $\sigma = 0.137$, $N = 8$, $Z_0 = 100$, $Z_T$ short at $h_1/2$
It can be shown that the E-plane pattern of a half-wave dipole antenna becomes narrower as the current distribution changes from sinusoidal to uniform. Thus the actual current distribution in the elements must be more nearly uniform than sinusoidal.

3.5.1.1 The Characteristic Pattern as a Function of $\tau$ and $\sigma$

The scale factor $\tau$ and the relative spacing $\sigma$ exercise primary control over the shape of the radiation patterns of LPD antennas. Figures 63 and 64 are plots of the computed E- and H-plane half power beamwidth as a function of $\sigma$ for several values of $\tau$. In these curves $Z_0 = 100$ ohms and $h/a = 177$. Each curve possesses a minimum in the range $0.12 < \sigma < 0.18$. The H-plane beamwidth varies more than the E-plane beamwidth; it should be noted that the scale of the ordinate is different in the two figures.

Using the graphs of Figures 63 and 64, the directivity in decibels can be approximated using the formula from Kraus,

$$D = 10 \log \frac{41253}{(BW_E)(BW_H)}$$

$BW_E$ and $BW_H$ are the half-power beamwidths, in degrees. In Figure 65 are plotted contours of constant directivity in decibels, as a function of $\tau$ and $\sigma$. A scale for the angle $\alpha$ is also given. A straight line connecting equal $\alpha$ indices on the top (or right) and the bottom edges of the graph describes combinations of $\tau$ and $\sigma$ corresponding to the given angle $\alpha$.

All values of $\tau$ and $\sigma$ which result in single-lobed frequency independent patterns fall within this graph. For $\sigma$ less than 0.05 the directivity falls off rapidly and the front to back ratio decreases. Values of $\tau$ greater than 0.98 on the left side of Figure 65 have not been extensively investigated,
Figure 63. Computed E-plane half-power beamwidth vs. \( \tau \) and \( \sigma \);

\( Z_o = 100, Z_T = \text{short at} \ h_i/2, h/a = 177. \)
Figure 64. Computed H-plane half-power beamwidth vs. $\tau$ and $\sigma$; $Z_0 = 100$, $Z_T$ short at $h/2$, $h/a = 177$. 

RELATIVE SPACING $\sigma$
Figure 65. Computed contours of constant directivity vs. $\tau$, $\sigma$, and $\alpha$, $\psi = 100$.
because the number of elements required to achieve a given bandwidth becomes excessive. For values of $\sigma$ greater than the optimum $\sigma$, the directivity falls off and the patterns either tend toward broadside or side lobes appear. In addition, the length of the antenna for a required bandwidth becomes excessive. For $\tau$ less than 0.8, only one dipole is near resonance at a given frequency, and it couples an insufficient amount of energy from the feeder, resulting in end effects which destroy the log-periodic performance. Measured patterns of such an antenna are shown in Figure 66. For this antenna $\tau = 0.7$ and $\sigma = 0.206$. The feeder was terminated by an open circuit at the largest element. The patterns definitely depend on frequency, one pattern has its maximum in the opposite direction. Terminating the feeder in a matched resistor resulted in the measured and computed H-plane patterns of Figure 67. In this case the patterns are more nearly independent of frequency; however, the addition of the matched termination has lowered the computed efficiency to 70%. The patterns of Figure 67 also illustrate the broadside tendency which is characteristic of values of $\sigma$ much greater than the optimum.

The front-to-back ratio as a function of $\tau$ and $\sigma$ is shown in Figure 68. For $\tau > 0.875$ the calculated $F/B$ is greater than 20 db. The $F/B$ for $\tau < 0.875$ depends on the value of $\sigma$; it attains a maximum for $\sigma$ near the optimum value shown in Figure 65. $F/B$ decreases as the cut-off frequencies are approached. (Compare the patterns of Figures 51 through 56.) This decrease can be limited to some extent by adjusting the reactive determination $Z_T$. Isbell found that a short circuit at a distance $h_1/2$ behind the largest element resulted in a minimum deviation of $F/B$ from its mid-band value.

### 3.5.1.2 The Characteristic Pattern as a Function of $Z_o$ and $h/a$

The computed and measured patterns of an LPD with $\tau = 0.888$, $\sigma = 0.089$, and $Z_o = 150$ ohms are shown in Figures 69 and 70. A comparison of the corresponding patterns of Figures 52, 53, and 55, for $Z_o = 100$ ohms shows
Figure 66. Measured patterns; \( \tau = 0.7, \sigma = 0.206, Z_o = 100, \)
\( Z_T = \text{short at } h_1/2, N = 6, h/a = 177 \)
Figure 67. Computed and measured H-plane patterns; \( T = 0.7, \sigma = 0.206, Z_o = 100, Z_i = 100, N = 6, h/a = 177. \)
Figure 68. Computed pattern front to back ratio vs. $\sigma$ and $\tau$; $Z_o = 100$, $Z_T$ = short at $h_1/2$. 
Figure 69. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_o = 150$, $Z_m$ = short at $h_1/2$. 

**Figure 69.** Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $Z_o = 150$, $Z_m$ = short at $h_1/2$. 

**E-PLANE**  
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**H-PLANE**  
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Figure 70. Computed and measured patterns; $\tau = 0.888$, $\sigma = 0.089$, $z_0 = 150$, $Z_T =$ short at $h_2/2$
that a change in $Z_0$ has little effect on the characteristic patterns.

In this model the average directivity decreased by less than one decibel as
the feeder impedance increased from 75 to 300 ohms. On nine models with
different $\tau$ and $\sigma$, similar results were observed; antennas with $\sigma$ greater
than optimum lost as much as one db over the range $100 \leq Z_0 \leq 300$. For
small $\sigma$ the variation was less than 0.5 db. As an approximation suitable
for design purposes, one may assume that the directivity contours of

Figure 65 hold for all practical values of $Z_0$.

The element thickness controls the directivity to some extent. Figure
71 shows that the average directivity decreases as the element height to radius
ratio increases. For this model, with $\tau = 0.888$ and $\sigma = 0.089$, the decrease
amounts to about 1.2 db over the range $100 < h/a < 100,000$. Although the
approximations of the theory are best satisfied with large $h/a$, in the
frequency range for which the Antenna Laboratory is equipped, it was impossible
to build models with $h/a$ much greater than 800. The two laboratory models
with $\tau = 0.888$ and $\sigma = 0.089$ agree with the trend of the curve for $h/a < 800$,
although the measured directivity was low. As with $Z_0$, the variation seems
insignificant in the light of the approximations made, and for design purposes
the directivity contours of Figure 65 can be used if a small correction is
applied.

It has been found that a departure from the exact scaling of the diameter
of each element can be tolerated. If the diameters of the elements are held
constant, the directivity should increase with frequency. This increase was
not observed in the laboratory models which covered a 3:1 bandwidth, because
other minor pattern variations masked the sought after trend. It is to be
expected that the input VSWR will increase if constant diameter elements are
used.
Figure 71. An example of computed and measured directivity vs. h/a.
Table 2 presents a comparison of the measured average directivity of several laboratory models and the corresponding directivity as read from the graph of Figure 65, with a correction for the change in h/a obtained from Figure 71. In general, the computed directivity is higher than the one measured. The mean error is 0.35 db and the maximum error does not exceed 1 db.

### 3.5.2 The Far Field Phase Characteristics

The far field phase and the phase center are of special interest when one attempts to array several LPD antennas to achieve higher directivity or specially shaped beams, or when an LPD is used as the primary feed in lens or reflector systems. The relative phase in the principal planes of the far field is given by the phase of the complex field quantities $P_H \exp(-jBr)$ and $P_E \exp(-jBr)$. Written in polar form,

$$P = |P| e^{j[F(\psi, f) - Br]}$$

Here $P$ stands for either of the principal plane patterns and the phase $F$ is a function of the relevant angular variable $\psi$ and the frequency $f$.

In the following sections $F$ is used to demonstrate the phase rotation phenomenon. The phase center of an LPD antenna is defined and its dependence on the LPD parameters is determined.

#### 3.5.2.1 The Phase Rotation Phenomenon

In 1958 DuHamel and Berry discovered the phase rotation phenomenon which is characteristic of LP antennas. They verified experimentally that the phase of the electric field at a distant point is measured relative to the phase of the input current at the apex of an LP antenna, the phase of the received signal is delayed by $360^\circ$ as the structure is expanded through a "cell". The experiment was conducted by building several LP
### TABLE 2
Comparison of Measured and Computed Directivity

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$C$</th>
<th>$\alpha$</th>
<th>$Z_0$</th>
<th>h/a</th>
<th>$N_X$</th>
<th>$N_H$</th>
<th>D</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.98</td>
<td>0.037</td>
<td>5.0</td>
<td>100</td>
<td>125</td>
<td>58.5</td>
<td>95.7</td>
<td>9.21</td>
<td>10.0</td>
</tr>
<tr>
<td>0.98</td>
<td>0.038</td>
<td>7.5</td>
<td>75</td>
<td>240/148*</td>
<td>54.1</td>
<td>85.7</td>
<td>9.50</td>
<td>9.5</td>
</tr>
<tr>
<td>0.975</td>
<td>0.0717</td>
<td>5.0</td>
<td>100</td>
<td>200/151*</td>
<td>52.8</td>
<td>76.6</td>
<td>10.08</td>
<td>10.0</td>
</tr>
<tr>
<td>0.975</td>
<td>0.0288</td>
<td>25.0</td>
<td>100</td>
<td>100/26*</td>
<td>68.7</td>
<td>114.2</td>
<td>7.20</td>
<td>---</td>
</tr>
<tr>
<td>0.975</td>
<td>0.125</td>
<td>8.0</td>
<td>65</td>
<td>66</td>
<td>60.0</td>
<td>85.0</td>
<td>9.08</td>
<td>9.8</td>
</tr>
<tr>
<td>0.92</td>
<td>0.200</td>
<td>5.7</td>
<td>100</td>
<td>142</td>
<td>52.7</td>
<td>69.1</td>
<td>10.53</td>
<td>9.9</td>
</tr>
<tr>
<td>0.92</td>
<td>0.160</td>
<td>7.1</td>
<td>100</td>
<td>177</td>
<td>57.0</td>
<td>80.2</td>
<td>9.56</td>
<td>10.0</td>
</tr>
<tr>
<td>0.92</td>
<td>0.130</td>
<td>9.5</td>
<td>100</td>
<td>118</td>
<td>57.0</td>
<td>81.1</td>
<td>9.62</td>
<td>9.9</td>
</tr>
<tr>
<td>0.92</td>
<td>0.080</td>
<td>14.0</td>
<td>100</td>
<td>177</td>
<td>61.5</td>
<td>98.0</td>
<td>8.56</td>
<td>8.9</td>
</tr>
<tr>
<td>0.91</td>
<td>0.128</td>
<td>10.0</td>
<td>94</td>
<td>66</td>
<td>59.2</td>
<td>90.8</td>
<td>8.85</td>
<td>9.4</td>
</tr>
<tr>
<td>0.89</td>
<td>0.103</td>
<td>15.0</td>
<td>75</td>
<td>80/45*</td>
<td>67.0</td>
<td>106.3</td>
<td>7.63</td>
<td>8.6</td>
</tr>
<tr>
<td>0.888</td>
<td>0.089</td>
<td>17.5</td>
<td>100</td>
<td>80</td>
<td>61.8</td>
<td>101.9</td>
<td>8.18</td>
<td>8.7</td>
</tr>
<tr>
<td>0.888</td>
<td>0.089</td>
<td>17.5</td>
<td>100</td>
<td>177</td>
<td>63.4</td>
<td>106.6</td>
<td>7.86</td>
<td>8.5</td>
</tr>
<tr>
<td>0.888</td>
<td>0.089</td>
<td>17.5</td>
<td>150</td>
<td>177</td>
<td>65.2</td>
<td>112.0</td>
<td>7.52</td>
<td>8.3</td>
</tr>
<tr>
<td>0.86</td>
<td>0.080</td>
<td>23.6</td>
<td>200</td>
<td>50</td>
<td>64.3</td>
<td>112.4</td>
<td>7.57</td>
<td>7.9</td>
</tr>
<tr>
<td>0.85</td>
<td>0.218</td>
<td>10.0</td>
<td>75</td>
<td>80/49*</td>
<td>71.3</td>
<td>108.6</td>
<td>7.14</td>
<td>7.3</td>
</tr>
<tr>
<td>0.84</td>
<td>0.068</td>
<td>30.5</td>
<td>215</td>
<td>50</td>
<td>67.8</td>
<td>128.8</td>
<td>6.43</td>
<td>7.5</td>
</tr>
<tr>
<td>0.81</td>
<td>0.364</td>
<td>7.5</td>
<td>75</td>
<td>80/43*</td>
<td>95.0</td>
<td>160.0</td>
<td>3.83</td>
<td>---</td>
</tr>
<tr>
<td>0.80</td>
<td>0.137</td>
<td>20.0</td>
<td>100</td>
<td>125</td>
<td>58.5</td>
<td>101.9</td>
<td>8.41</td>
<td>8.5</td>
</tr>
</tbody>
</table>

* In these models, the element diameter was held constant; the h/a of the longest and shortest element is recorded.
antennas with identical $\tau$ and $\alpha$, the models differing from each other in size. If $K_n$ is the distance from the apex of the structure to element $n$, the expansion factor for each antenna is determined by assigning values of $K$ from 1 to $1/\tau^2$. (The "cell" scaling factor for LPD antennas is $\tau^2$).

All other dimensions of the structure are also multiplied by $K$.

Since an expansion of a log-periodic structure is equivalent to a change of frequency, the phase rotation phenomenon can also be observed by measuring the phase of a given antenna as frequency is increased from $f$ to $f/\tau^2$, provided that the distance $r$ from the apex to the far field point is decreased from $r$ to $\tau^2 r$. The phase of a far field component is given by the exponent of Equation (77), $F(\psi, f) - Br$. Under the stated conditions $Br$ is held constant. The phase should be measured relative to the input current at the apex of the antenna, so the front truncation which occurs on most practical antennas must be taken into account for the reasons given in Section 3.1.1. The dotted curve of Figure 72 is for a computed model with $\tau = 0.875$ and $\sigma = 0.067$, from frequency $f_2$ to $f_4$. In this model the front truncation was 0.158 at $f_2$ and 0.206 at $f_4$, and the computed values of $F$ were corrected accordingly. The phase function $F$ was found to be essentially proportional to the logarithm of frequency. The slight deviation from linearity was also observed by DuHamel and Barry.

Since the phase is proportional to the logarithm of frequency, or equivalently to the logarithm of the expansion factor $K$, it is possible to adjust the phase of an LP antenna in a manner which is independent of the pattern and input impedance. This property has been exploited in the design of phased arrays of LP antennas; for a detailed discussion and
Figure 72. Computed far field phase as a function of frequency, illustrating the phase rotation phenomenon.
several examples, reference 23 should be consulted.

3.5.2.2 The Phase Center.

It is well known that the amplitude pattern of the far field is independent of the location of the origin of the coordinate system in which the antenna is situated. However, the phase function \( F \) is quite sensitive to the location of the reference point, and it follows that there may be a certain reference point which leads to a simplification of \( F \). If there exists an origin which reduces \( F \) to a constant, then this origin is said to be the phase center of the antenna. Since this definition of phase center depends on the polarization of the field and the plane which contains the angular variable \( \psi \), these two quantities must be specified whenever the concept of phase center is used.

For most antennas the phase is a function of \( \psi \) whatever the origin chosen, but over a limited range of \( \psi \) there may exist a point \( p \) such that \( F \) is practically constant. If \( p \) is chosen as the phase center for a given aspect angle \( \psi_p \), then the range of \( \psi \) for which the fixed point \( p \) can be used as the phase center will depend on the allowable tolerance on \( F \).

To find the point \( p \) use is made of the evolute of a plane equiphase contour. The evolute is the locus of the center of curvature of the contour, and the center of curvature corresponds to the location of an origin which leads to no change in the phase function over an increment \( \Delta \psi \). It will be shown that the knowledge of \( F \) as a function of \( \psi \) for any origin near the antenna is sufficient to determine the evolute of a far field equi-phase contour.

In the coordinate system of Figure 73 \( OP = r \) is the distance from the origin to a point on an equi-phase contour \( S \). The ray DP is normal to the tangent line of \( S \) at \( P \), therefore DP must go through the center of curvature.
Figure 73. Coordinate system for phase center computations.
In the following development, point D at $x = -d$ is found, then $r$ is made very large so that $Y$ is approximated by $\Psi$.Knowing $d$ and $Y$ for each point on the curve, a pencil of lines such as DP can be determined. The locus of the phase center or equivalently the evolute of $S$, is traced by the envelope curve of the rays.

Let an equiphasic contour in the $x$, $y$ plane be given by

$$F(\Psi) - Br = C,$$

(78)

where $C$ is an arbitrary constant. The angle $\delta$ is given by

$$\tan \delta = \frac{dr}{d\Psi} \frac{\sin \Psi + r \cos \Psi}{\cos \Psi - r \sin \Psi}$$

(79)

From the geometry of Figure 73,

$$d = -y_o \tan \delta - x_o,$$

(80)

where $x_o$ and $y_o$ are the coordinates of point P. Substituting for $x_o$, $y_o$ and $\tan \delta$, one finds

$$d = \frac{1}{B} \frac{F'(F-C)}{(F-C) \sin \Psi - F' \cos \Psi},$$

(81)

where the prime indicates differentiation with respect to $\Psi$. Changing to the variable

$$u = 2\pi \cos \Psi,$$

(82)

and writing $d$ in terms of wavelength, results in

$$\frac{d}{\lambda} = \frac{-dF/du}{1 + \frac{udF/du}{Br}}$$

(83)

For the far field condition $r$ is very large, hence $d/\lambda$ is approximated by

$$\frac{d}{\lambda} = -\frac{dF}{du}$$

(84)
Thus, \( d/\lambda \) is given by the slope of \( F(\psi) \) as a function of \( 2\pi \cos \psi \).

d/\lambda can be computed from the difference equation

\[
\frac{d}{\lambda} = \frac{F(\psi_1 + \Delta\psi) - F(\psi_1)}{2\pi(\cos(\psi_1 + \Delta\psi) - \cos \psi_1)}
\] (85)

where \( \psi_1 \) is a given value of \( \psi \) and \( \Delta\psi \) is an increment. Once \( d \) is found as a function of \( \psi \), rays such as DP can be drawn by setting \( \gamma = \psi \). The evolute of the equiphase contour is then the envelope curve of the rays.

Figure 74 shows a pencil of rays and the corresponding evolute for an LPD with \( T = 0.92 \) and \( \sigma = 0.12 \). Only half of the evolute is shown, because it is symmetric about the axis. For angles other than 0° or 180° the phase center clearly lies off the axis of the antenna. However, for all antennas the departure from the axis is small in terms of wavelengths, and it can be neglected for \( \psi \) angles less than 70°. Each LPD antenna exhibits an evolute of the equiphase contour that is peculiar to itself, and no correlation was found between the shape of the evolute and the LPD parameters.

In what follows, the point \( p_0 \) corresponding to \( \psi = 0^\circ \) is chosen as the phase center. Ideally, the distance in wavelengths from the apex to \( p_0 \) should remain constant as frequency is changed by an integral power of \( T \). Although a variation with frequency was observed, the computed results similar to those in Figure 75 show that the variation is small. The ordinate is \( x_p/\lambda \), the distance from the apex to \( p_0 \) in wavelengths, and the abscissa is the log of frequency. In all cases the variation was less than 5%, so the average value can be used without significant loss.
Figure 75. Typical frequency variation of the relative distance from the apex to the phase center.
of accuracy. An example of the measured and computed location of the phase center is shown in Figure 76. The relative magnitude of the element base current is also plotted so that the location of the phase center with reference to the active region can be visualized.

A graph of the computed location of the phase center for models with $Z_o = 100$ and $h/a = 1.77$ is shown in Figure 77. $x_p/\lambda$ is the distance to the H-plane phase center in wavelengths, for $\psi = 0^\circ$. The location of the phase center is independent of $\tau$ and $\sigma$ over the range of $\alpha$ shown. The E-plane phase center was found to lie ahead of the H-plane phase center by an amount which varied linearly from 0.95 $x_p$ for $\alpha = 25^\circ$ to $x_p$ for $\alpha = 2.5^\circ$. In all cases $x_p < \lambda/2$, which is the point where the transverse dimension is a half-wavelength. The shortening factor of Figure 33 can be used to find the change in $x_p$ as $Z_o$ or $h/a$ is changed.

Since no LP antenna exhibits a completely spherical equiphase surface, the question arises as to the utility of using point $p_o$ as the phase center. This, of course, depends on the allowable tolerance between the actual phase at some angle $\Psi$, and the phase computed on the basis of an hypothetical spherical wave which originates at the phase center. Figure 78 shows an equiphase contour $S$ described by $F(\psi)-B_\Psi = C$, where $\psi$ is the angle subtended at the origin $O$. $S'$ is an arc of radius $r_o + d$ with center at $p_o$, the chosen phase center. $S'$ represents an hypothetical circular equiphase contour of value $F(\alpha)-B_\alpha O$. The error $\Delta F$ is the distance between $S$ and $S'$ at the angle $\gamma$, and is given by

$$\frac{\Delta F}{\lambda} = \frac{F(o) - F(\psi)}{2\pi} + \frac{d}{\lambda} \left[ 1 - \frac{\sin \psi - \sin \gamma}{\sin (\psi - \gamma)} \right].$$ (86)
Figure 76. Measured and computed location of the phase center with reference to the active region.
Figure 77. Location of the phase center in wavelengths from the apex

COMPUTED POINTS

- $\tau = 0.8$
- $\tau = 0.875$
- $\tau = 0.92$
- $\tau = 0.95$
- $\tau = 0.97$

LOCATION OF HALF-WAVELENGTH ELEMENT
Figure 7.6. Coordinate system for the computation of the phase tolerance
For the far field condition \( r \) approaches infinity and \( Y \) becomes equal to \( \psi \), reducing (86) to

\[
\frac{\Delta F}{\lambda} = \frac{F(0) - F(\psi)}{2\pi} + \frac{d}{\lambda} (1 - \cos \psi). \tag{87}
\]

If a tolerance \( q \) is given, a value \( \psi_q \) can be found such that

\[
\left| \frac{\Delta F}{\lambda} \right| \leq \frac{q}{\lambda} \quad \text{for} \quad |\psi| \leq \psi_q. \tag{88}
\]

This defines the range of \( \psi \) over which \( \rho_0 \) is a useful phase center, for the tolerance \( q \).

Setting \( q = \lambda/16 \) and using Equation (86), \( \psi_q \) was found by a trial and error process. Little correlation was found between \( \psi_q \) and the antenna parameters, because the phase function \( F \) was different for each antenna. However, for all but two models in which \( \sigma \) is less than optimum, the value of \( \psi_q \) was 90\(^\circ\) for the E-plane pattern and greater than 90\(^\circ\) for the H-plane pattern. The two exceptions were \( \tau = 0.95, \sigma = 0.143, \) and \( \tau = 0.97, \sigma = 0.175; \) both are high directivity models. For \( \sigma \) greater than optimum, \( \psi_q \) decreased to 59\(^\circ\) at \( \tau = 0.875 \) and \( \sigma = 0.222, \) which was the lowest value of \( \psi_q \) recorded. Thus, in all models in the range 0.8 \( \leq \tau \leq 0.97, \) and 0.05 \( \leq \sigma \leq 0.222, \) the error in using \( \rho_0 \) as the phase center is less than \( \lambda/16 \) for all angles within the 3 dB beamwidth.

The values of \( x_p \) described herein can be used as a guide in the design of arrays of LPD antennas. However, due to the approximations of the theory and the sensitivity to error of phase, it is prudent to measure the location of the phase center in critical designs. An indication of the nature of the error involved in using an incorrect value of \( d \) can be determined from.
Equation (37). If the error in $d$ is $\Delta d$, then the phase error in wavelengths will be $\Delta d(1 - \cos \psi)/\lambda$. 
4. THE DESIGN OF LOG-PERIODIC DIPOLE ANTENNAS

This section first reviews the LPD parameters and their effect on the observed antenna performance. A procedure is outlined whereby the physical dimensions of an antenna which meets given electrical specifications can be determined by the use of graphs and nomograms. Finally, several novel designs are given which exploit certain properties of log-periodic dipole antennas.

4.1 Review of Parameters and Effects

To varying degrees all the parameters which specify an LPD have an effect on the observed performance. Table 3 lists the parameters and qualitatively describes how each affects the performance. The principal LPD parameters and their range are listed in the first two columns. At the top of each succeeding column are the features of the antenna. The entries denote how the performance changes with an increase in the pertinent parameter, while all other factors are held constant.

The directivity of an LPD depends primarily on the combination of \( \tau \) and \( \sigma \) selected. Directivities from 7.5 to 12 db over isotropic have been measured. Since an increase in directivity implies an increased aperture, it is not surprising that high directivity models are characterized by small \( \alpha \) and large \( L/\lambda_{\text{max}} \). For a given \( \tau \), \( \sigma \), and element thickness, the input impedance depends on the characteristic impedance of the feeder. Fortunately, the directivity is essentially independent of the feeder impedance. This makes it possible to design an antenna for a given directivity and then, in most cases, the input impedance can be adjusted to the required level. The exceptions occur on models with both low \( \tau \) and low \( Z_0 \). Under this condition the radiating efficiency of the active region
### TABLE 3

LPD Parameters and Their Effect on the Observed Performance

Table entries denote the change in performance for an increase in the parameters of the first column.

<table>
<thead>
<tr>
<th>LPD Parameter*</th>
<th>Bandwidth of Active Region B&lt;sub&gt;ar&lt;/sub&gt;</th>
<th>Input Impedance (always less than Z&lt;sub&gt;0&lt;/sub&gt;)</th>
<th>Directivity</th>
<th>Phase Center Distance to the Apex X&lt;sub&gt;p&lt;/sub&gt;</th>
<th>Boom length L&lt;sub&gt;max&lt;/sub&gt;/&lt;lambda&gt; for a fixed Operating Bandwidth B</th>
</tr>
</thead>
<tbody>
<tr>
<td>T (U constant)</td>
<td>decrease</td>
<td>small decrease</td>
<td>increase</td>
<td>increase (depends on α)</td>
<td>Decrease to a point depending on B, then increase</td>
</tr>
<tr>
<td>T (α constant)</td>
<td>decrease</td>
<td>small decrease</td>
<td>small increase</td>
<td>independent</td>
<td>decrease</td>
</tr>
<tr>
<td>U (T constant)</td>
<td>increase</td>
<td>increase</td>
<td>increase</td>
<td>increase (depends on α)</td>
<td>increase</td>
</tr>
<tr>
<td>U (α constant)</td>
<td>increase</td>
<td>increase</td>
<td>small decrease</td>
<td>independent</td>
<td>increase</td>
</tr>
<tr>
<td>Z&lt;sub&gt;0&lt;/sub&gt;</td>
<td>independent, but location of AR moves toward apex</td>
<td>increase</td>
<td>small decrease</td>
<td>small decrease</td>
<td>small decrease</td>
</tr>
<tr>
<td>h/a</td>
<td>independent, but location of AR moves away from apex</td>
<td>increase</td>
<td>small decrease</td>
<td>small increase</td>
<td>small increase</td>
</tr>
</tbody>
</table>

* The table entries hold true over the following range of parameters for which frequency independent operation has been verified: 0.875 < T < 0.98, 0.05 < U < U<sub>optimum</sub>, 100 < Z<sub>0</sub> < 500, and 20 < h/a < 10000. Any one of T, U, or Z<sub>0</sub> may take on other values provided the remaining parameters are suitably restricted as explained in the text.
is low, and troublesome end effects appear. Nevertheless, input impedance levels from 50 ohms for high values of $\tau$ to 200 ohms for all values of $\tau$ have been obtained. If a higher impedance level is required, the suggested 4:1 balun transformer scheme can be used.

Table 4 is a collection of the design equations. The numbers in parentheses refer to the page on which the equations are introduced. The most important relationship, that which relates the directivity to the antenna parameters, has not been put into equation form. For this information reference must be made to the graph of Figure 65.

4.2 Design Procedure

First is presented a method of finding the major design parameters $\tau$ and $\sigma$ for a given value of directivity. Then it is shown how $Z_0$ is adjusted to obtain the required input impedance. An example which illustrates the technique is given.

4.2.1 Choosing $\tau$ and $\sigma$ To Obtain a Given Directivity

For most applications, one is interested in designing an antenna which has a given directivity and input impedance over a given frequency band. Once these electrical characteristics are specified, one must decide the relative importance of minimizing the number of elements or the size of the antenna. These two properties are not independent. The number of elements is determined by $\tau$, as $\tau$ increases the number of elements increases. The antenna size is determined by the beam length (the distance between the smallest and largest element), which depends primarily on $\sigma$. As $\sigma$ decreases the size increases. From the graph of Figure 65, it can be seen that a number of combinations of $\tau$ and $\sigma$ lead to a given value of directivity.
Table 4

Numbers in parentheses refer to the page on which the equations are first introduced.

\[ \sigma = \frac{1}{4}(1 - \tau) \cot \alpha \]  
\[ \tau = 1 - 4\theta \tan \alpha \]  
\[ \alpha = \tan^{-1}(\frac{1 - \tau}{4\theta}) \]  
\[ \beta' = 1.1 + 30.70(1 - \tau) \]  
\[ \beta'' = 1.1 + 122.8 \theta^2 \tan \alpha \]  
\[ \beta''' = 1.1 + 7.7 (1 - \tau)^2 \tan \alpha \]  

\[ R \approx \sqrt{\frac{Z_0}{1 + \frac{Z_0}{4\theta^2\bar{z}}} \left[\left(\frac{1 - \beta'}{\beta''} + 1 \right) \left(\frac{Z_0}{\beta''} + 1 \right)\right]} \]  
\[ Z_b = 120(\ln b/a - 2.25) \]  
\[ Z_0 = 120 \cosh^{-1} \frac{b}{2a} \]  
\[ B_b = B \beta''' \]  
\[ \frac{1}{L_{\text{max}}} = \frac{1}{4}(1 - \frac{1}{\beta''}) \cot \alpha \]  
\[ L_{\text{max}} = (1 - \frac{1}{\beta''}) \frac{1}{1 - \tau} \]  

\[ p = 1 + \frac{\log B}{\log \frac{a}{2}} \]  
\[ x_p \approx \frac{1}{q} \cot \alpha \]
One of this set \((\tau, \sigma)\) leads to minimum boom length and another leads to a minimum number of elements.

With these facts in mind a preliminary choice of \(\tau\) and \(\sigma\) can be made from the graph of Figure 65. It is usually best to start with the optimum value of \(\sigma\) and then proceed to lower values. Knowing \(\tau\) and \(\sigma\), the value of the dependent variable \(\alpha\) can be determined from

\[
\tan \alpha = \frac{(1 - \tau)}{d\sigma}
\]

or from the nomograph of Figure 79.

The structure bandwidth \(B_s\) must be found to determine the boom length and the number of elements. \(B_s\) depends on the required operating bandwidth \(B\) and the bandwidth of the active region \(B_{ar}\). For the given values of \(\tau\), \(\sigma\) and \(\alpha\), \(B_{ar}\) can be determined from Figure 32, or from the nomograph of Figure 80. \(B_s\) is then given by

\[
B_s = B_{ar} B
\]

Since the length of element number one is \(\frac{\lambda_{max}}{2}\) in the preliminary design, the geometry of the LPD antenna provides an expression for the boom length relative to the longest operating wavelength.

\[
\lambda_{max} = \frac{1}{4} (1 - \frac{1}{B_s}) \cot \alpha
\]

where \(L\) is the boom length between the longest and shortest elements. A nomograph of 91 is given in Figure 81. The number of elements is found from the equation

\[
N = 1 + \frac{\log B_s}{\log 1/\tau}
\]

a nomograph of which is given in Figure 82.
Figure 79. Nomograph, $\sigma = \frac{1}{4}(1 - \tau)\cot \alpha$
Figure 80. Nomograph, \( B_{ar} = 1.1 + 7.7 (1 - \tau)^2 \cot \alpha \)
Figure 81. Nomograph, \[ \frac{L}{\lambda_{\text{max}}} = \frac{1}{4} \left( 1 - \frac{1}{B_s} \right) \cot \alpha \]
Figure 82. Nomograph, $N = 1 + \frac{\log B}{\log S}$

- Scale Factor $\tau$
- Number of Elements $N$
- Structure Bandwidth $B_s$
It is likely that the first estimate of \( T \) and \( C \) will not minimize \( L \) or \( N \). Repeating the process for different values of \( T \) and \( C \) will establish the trend, and the minimum designs will become readily apparent. For some values of \( B_S \), minimum \( L \) cannot be attained for values of \( T \) and \( C \) within the operating range of the graph of Figure 65. In these cases a compromise will have to be made. If a choice of \((T, C)\) exists, and there is no apparent basis for a decision, it should be recalled that the SWR increases and the front to back ratio decreases as \( C \) departs from the optimum value, according to Figures 40 and 68.

Some mention should be made of the secondary factors which affect the directivity, \( Z_0 \) and \( Z_a \). Since the graph of Figure 65 is based on \( Z_0 = 100 \) ohms and \( Z_a = 350 \), an adjustment should be made if it is anticipated that \( Z_0 \) and \( Z_a \) will depart from these values by more than a factor of 2. The exact value of \( Z_0 \) is as yet undetermined. However, it is known that the feeder impedance is always greater than the resulting input impedance, so if \( R_c \) is greater than 100 ohms the directivity contours of Figure 65 will read a fraction of a decibel high. If the ratio \( h/a \) is much different than 177 a correction must be made. According to the curve of Figure 71, the directivity decreases by about 0.1 db for each doubling of \( h/a \); for \( h/a > 177 \) the constant directivity contours of Figure 65 will read high. One may wish to include an additional safety factor, since a comparison of computed and measured directivity in Table 2 shows that the directivity computed from Figure 65 averages 0.35 db higher than the measured value. The corrected value of directivity, for use in Figure 65, is obtained by adding the above contributions to the required design value.
4.2.2 Designing for a Given Input Impedance

Once the final values of $\tau$ and $\varphi$ are found, the characteristic impedance of the feeder $Z_0$ must be determined so as to give the required input impedance $R_0$. The ratio $h/a$ is determined from structural considerations, and ideally should be the same for each element. Practically, the element diameters can be scaled in groups, and in the computation of input impedance the average $h/a$ in a group should be used. The average characteristic impedance of a dipole element $Z_a$ can be found from

$$Z_a = 120 \ln\left(\frac{h}{a} - 2.25\right),$$

or from the graph of Figure 45. Inverting Equation (71), gives the characteristic impedance of the feeder relative to $R_0$,

$$\frac{Z}{R_0} = \frac{1}{80'Z_a + \sqrt{\frac{1}{80'Z_a^2} + 1}},$$

where $Z_a/R_0$ is the average characteristic impedance of a dipole element with respect to the required input impedance $R_0$, and $\sigma'$ is the mean relative spacing,

$$\sigma' = \frac{\sigma}{\sqrt{\tau}}.$$  

A graph of (94) is given in Figure 46.

The major parameters of the required design have now been determined.

It remains to find the size of the first element relative to the maximum operating wavelength. As shown in Section 3.2.2, the longest element can be less than $\frac{\lambda_{\text{max}}}{2}$ for values of $Z_0 > 100$ and $h/a < 177$. The half-length of the longest element is given by
\[ h_1 = S \frac{\lambda_{\text{max}}}{4} \]  

(98)

where \( S \) is the shortening factor as read from the graph of Figure 33.

Knowing \( T, \sigma, N, Z_0 \) and \( h_1 \), one can find the dimensions of all other parts of the antenna.

The impedance \( Z_0 \) which terminates the feeder has an effect only at the lowest operating frequencies. In practice, the feeder is terminated in a short circuit a distance of \( \frac{\lambda_{\text{max}}}{8} \) or less behind the largest element, so that \( Z_0 \) remains inductive at the lowest frequencies.

4.2.3 Application of the Design Procedure: An Example

As an example of the design procedure, let the dimensions of an LPD antenna be determined such that the directivity is 9.5 dB, the bandwidth is 1.75, and the input impedance is 80 ohms. Size limitations dictate an \( h/a = 118 \). This means that the corrected directivity for use in Figure 65 is between 9.4 and 9.5 dB. Starting with a value of \( \sigma \) greater than optimum (to clearly illustrate the trend), the set \( (T, \sigma) \) which yields a directivity of 9.4 dB is recorded from Figure 65 in Table 5.

The values of \( B_{aw}, L/\lambda_{\text{max}} \) and \( N \) were determined from the nomographs. The minimum-element design is \((0.89, 0.165)\). The minimum boom length design cannot be attained for values of \( T \) and \( \sigma \) within the operable range. A compromise between length and number of elements is given by \( T = 0.92 \) and \( \sigma = 0.12 \). This design has \( L/\lambda_{\text{max}} = 0.83 \) and \( N = 12 \). The average characteristic dipole impedance for \( h/a = 118 \) is about 300 ohms (from Figure 45) so \( Z_a/R_0 = 3.75 \).

\( \sigma' = \sigma/\sqrt{T} \) is 0.125, and from the graph of Figure 46, \( Z_0/R_0 \) is approximately 1.3, therefore the feeder impedance \( Z_0 \) is 104 ohms. The half-length of element one is set equal to \( \lambda_{\text{max}}/2 \) because the shortening factor is nearly unity (see Figure 33).
### TABLE 5

Values of $\tau$, $\sigma$ and $\alpha$, which give 9.4 dB directivity over a 1.75:1 band

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\sigma$</th>
<th>$\alpha$</th>
<th>$D_{ar}$</th>
<th>$B_s = BB_{ar}$</th>
<th>$L/\lambda_{max}$</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.92</td>
<td>0.210</td>
<td>5.4</td>
<td>1.62</td>
<td>2.84</td>
<td>1.72</td>
<td>13+</td>
</tr>
<tr>
<td>0.91</td>
<td>0.197</td>
<td>6.6</td>
<td>1.64</td>
<td>2.87</td>
<td>1.41</td>
<td>12</td>
</tr>
<tr>
<td>0.90</td>
<td>0.187</td>
<td>7.7</td>
<td>1.68</td>
<td>2.94</td>
<td>1.23</td>
<td>11+</td>
</tr>
<tr>
<td>0.89</td>
<td>0.165</td>
<td>9.5</td>
<td>1.66</td>
<td>2.91</td>
<td>0.99</td>
<td>10</td>
</tr>
<tr>
<td>0.90</td>
<td>0.148</td>
<td>9.7</td>
<td>1.56</td>
<td>2.73</td>
<td>0.94</td>
<td>10+</td>
</tr>
<tr>
<td>0.91</td>
<td>0.135</td>
<td>9.5</td>
<td>1.47</td>
<td>2.57</td>
<td>0.92</td>
<td>11-</td>
</tr>
<tr>
<td>0.92</td>
<td>0.120</td>
<td>9.5</td>
<td>1.40</td>
<td>2.45</td>
<td>0.89</td>
<td>12-</td>
</tr>
<tr>
<td>0.93</td>
<td>0.105</td>
<td>9.5</td>
<td>1.33</td>
<td>2.33</td>
<td>0.86</td>
<td>13-</td>
</tr>
<tr>
<td>0.94</td>
<td>0.090</td>
<td>9.5</td>
<td>1.27</td>
<td>2.22</td>
<td>0.83</td>
<td>14-</td>
</tr>
<tr>
<td>0.95</td>
<td>0.070</td>
<td>10.2</td>
<td>1.21</td>
<td>2.12</td>
<td>0.74</td>
<td>15+</td>
</tr>
<tr>
<td>0.96</td>
<td>0.050</td>
<td>11.0</td>
<td>1.16</td>
<td>2.03</td>
<td>0.66</td>
<td>18+</td>
</tr>
</tbody>
</table>

### TABLE 6

Antenna Dimensions in Inches

<table>
<thead>
<tr>
<th>n</th>
<th>$r_n^{-1}$</th>
<th>$h_n$</th>
<th>$x_n$</th>
<th>$D_n$</th>
<th>$2a_n$</th>
<th>Diameter of wire used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
<td>4.66</td>
<td>28.00</td>
<td>16.81</td>
<td>0.079</td>
<td>0.078</td>
</tr>
<tr>
<td>2</td>
<td>0.9200</td>
<td>4.29</td>
<td>25.76</td>
<td>14.57</td>
<td>0.073</td>
<td>0.072</td>
</tr>
<tr>
<td>3</td>
<td>0.8464</td>
<td>3.95</td>
<td>23.70</td>
<td>12.51</td>
<td>0.067</td>
<td>0.072</td>
</tr>
<tr>
<td>4</td>
<td>0.7787</td>
<td>3.63</td>
<td>21.80</td>
<td>10.61</td>
<td>0.062</td>
<td>0.065</td>
</tr>
<tr>
<td>5</td>
<td>0.7164</td>
<td>3.34</td>
<td>20.06</td>
<td>8.87</td>
<td>0.057</td>
<td>0.061</td>
</tr>
<tr>
<td>6</td>
<td>0.6591</td>
<td>3.07</td>
<td>18.45</td>
<td>7.26</td>
<td>0.052</td>
<td>0.050</td>
</tr>
<tr>
<td>7</td>
<td>0.6064</td>
<td>2.83</td>
<td>16.98</td>
<td>5.79</td>
<td>0.048</td>
<td>0.048</td>
</tr>
<tr>
<td>8</td>
<td>0.5578</td>
<td>2.60</td>
<td>15.62</td>
<td>4.43</td>
<td>0.044</td>
<td>0.040</td>
</tr>
<tr>
<td>9</td>
<td>0.5132</td>
<td>2.39</td>
<td>14.37</td>
<td>3.18</td>
<td>0.041</td>
<td>0.040</td>
</tr>
<tr>
<td>10</td>
<td>0.4722</td>
<td>2.20</td>
<td>13.22</td>
<td>2.03</td>
<td>0.037</td>
<td>0.038</td>
</tr>
<tr>
<td>11</td>
<td>0.4344</td>
<td>2.02</td>
<td>12.16</td>
<td>0.97</td>
<td>0.034</td>
<td>0.031</td>
</tr>
<tr>
<td>12</td>
<td>0.3996</td>
<td>1.87</td>
<td>11.19</td>
<td>0</td>
<td>0.032</td>
<td>0.031</td>
</tr>
</tbody>
</table>
In compiling a table of the dimensions of the antenna, it is best to start with a tabulation of powers of $\tau$ which is accurate to at least four decimal places. The half lengths of the elements $h_n$; the distance from the apex to each element, $x_n$; the distance from the front of the antenna to each element, $D_n$; and the element diameters are then computed, as shown in Table 6. The half length of the largest element is 4.66 inches because the desired low frequency cut-off is 635 mc.

The feeder is spaced to give a characteristic impedance of 104 ohms according to the formula,

$$Z_0 = 120 \cosh^{-1} \frac{b}{2a}$$  \hspace{1cm} (97)$$

where $b$ is the center to center spacing and $2a$ is the diameter of the feeder conductors. The above described antenna was constructed of coin silver tubing and copper wire, using silver-solder techniques. The resulting model is pictured in Figure 83. The measured input impedance clustered around a mean resistance level $R_o$ of 73 ohms, a bit lower than the design value. This could be brought closer to 80 ohms by increasing the spacing between the feeders. The SWR with respect to 73 ohms is plotted in Figure 84. Taking an SWR of 1.3:1 to define the useful band, one finds that this antenna operates from $f_{1.05}$ to $f_{8.25}$, which gives a bandwidth of 1.82. The measured E- and H-plane half-power beamwidths and the directivity are shown in Figure 85. The average directivity from $f_{1.05}$ to $f_{8.25}$ is about 9.5 db, which just meets the requirement. A comparison of measured and computed patterns for this antenna is shown in Figure 86.
Figure 83. The LPD realized by the design procedure of Section 4.2.3
Figure 84. Measured standing wave ratio vs. frequency of the design model.
Figure 35. Measured E- and H-plane half-power beamwidth and directivity of the design model.
Figure 86. Computed and measured patterns of the design model.
This antenna comes close to meeting the required specifications. The agreement between the measured and design value of input impedance is about what can be expected. However, the agreement between the measured and design value of directivity is somewhat better than typical; an error of less than 0.5 db is probably as good as can be expected.

Of course, the outlined procedure is only one of many, and variations will become apparent to those who gain experience in the design of LP antennas. The concept of bandwidth of the active region and its application are new. Heretofore specific bandwidth designs were determined by constructing an antenna which was obviously longer than necessary; the required operating bandwidth was then obtained by a cut-and-try procedure. The graphs and nomograms are particularly useful because they allow one to achieve many preliminary designs without resorting to tedious computations.

4.3 Some Novel Variations in the Log-Periodic Design

The fact that the radiating portion of an LPD at any given frequency is confined to a relatively few elements and is independent of the location of the front or back truncation leads to some novel departures from the true log-periodic forms. If it is desired to operate over two or more separate bands, or if part of a band contains "non-interesting" frequencies, the solution is to eliminate the elements that form the active region at the unwanted frequencies. This amounts to connecting two or more LPD antennas in cascade. Figure 87 shows one such example. If the input impedance is to remain the same over both bands, the two sections should have the same $\tau$ and $\sigma$. This means that the apices of each section will be different. In the one model constructed according to the scheme of Figure 67, it was found that the presence of Section 2 lowered the low
Figure 87. Two LPD antennas in cascade
frequency cut-off of Section 1. The high frequency cut-off of Section 2 was extended somewhat by the proximity of Section 1. The mid-band patterns of each section were characteristic of what would be observed with each antenna operating by itself.

There also exists the possibility of tailoring the directivity characteristic such that the patterns are frequency dependent in a special way. This would require that \( T \) and \( \sigma \) or both be a function of position. In this case \( \sigma' \) should be held constant to achieve a frequency independent input impedance. The above idea was applied to one model in which \( \alpha \) was fixed at 25°. The spacing between all elements was a constant, one-half inch. \( \sigma \) varied along the antenna from 0.022 to 0.088. The measured directivity increased with frequency from 5 to 8.5 db, then decreased to 7.5 db.

A high quality dielectric material can be used between the elements as well as in the feeder configuration. The model pictured in Figure 88 was constructed from 0.0625" double copper-clad Rexolite using printed circuit techniques. Its parameters are \( T = 0.92 \), \( \sigma = 0.08 \), and \( N = 23 \). The equivalent h/a is 138 and \( Z_0 \) is approximately 105 ohms. Examples of the measured patterns are shown in Figures 89 and 90. The directivity is 8.5 db over the band. The patterns developed scallops at the highest frequency \( f_{18} \), which was 4450 mcs. The measured cross polarization was negligible.

The phase rotation phenomenon has been used in the design of a frequency independent antenna whose beam is circularly polarized on the axis. In this case two LPD antennas are interleaved along a common axis with the elements of one antenna perpendicular to the other. One antenna is also expanded with respect to the other to achieve the 90° phase shift.
Figure 89. Measured patterns of an LPD antenna which was etched from double copper-clad Rexolite.
Figure 90. Measured patterns of an LPD antenna which was etched from double copper-clad Rexolite.
Since the phase shift is independent of frequency, the pattern remains circularly polarized over the operating band.
5. CONCLUSION

The object of this research was to provide a mathematical model of the log-periodic dipole antenna. The model was to be general enough to lend insight into the operation of log-periodic antennas, and capable of being used as a design tool. The model described herein was shown to fulfill these objectives.

In this research the known properties of dipole antennas were used to determine the self and mutual impedances in a log-periodic array of dipoles. The properties of the dipoles were described by an impedance matrix which relates the voltage and current at the base of each dipole. A feeder system, which determines the relative excitation of each element, was also described by an impedance matrix. The feeder and element circuits were joined, and the voltage and current at the base of each dipole element were found. From these quantities the input impedance and properties of the radiated field were determined.

It was shown that three regions exist on a frequency independent log-periodic dipole antenna: the transmission region, the active region, and the unexcited region. The transmission region was shown to be equivalent to a section of uniform transmission line, and the characteristic impedance and propagation constant of this line were determined. The active region was shown to consist of several elements of approximately half-wavelength dimensions on which the current amplitude is considerably greater than that on the remaining elements. The magnitude and phase of the currents in the active region determine the characteristic pattern of the LPD, and it was shown that the phase progression from element to element in the
active region was that required to produce the backward wave which is characteristic of all LP antennas. The low input standing wave ratio indicates that the active region presents a good match to the transmission region. In the unexcited region, it was shown that in most cases a negligible amount of power remains on the feeder beyond the active region, and that the current in the elements that are longer than a half-wave-length is very small. For these reasons the truncation at the large end of the antenna has no effect for all frequencies within the operating band.

The bandwidth and location of the active region were defined, and these quantities were used to determine the size of an antenna which covers a given frequency band. The relations between the observed characteristics of the antenna, directive gain, input impedance, and location of the phase center, and the antenna parameters were shown. A design procedure was outlined whereby the physical dimensions of a log-periodic dipole antenna which meets given electrical specifications can be determined. The good agreement between measured and computed results reaffirmed once again the validity of certain engineering approximations that have been used since the beginning of antenna analysis. They are, the assumption of a sinusoidal current distribution along straight conductors of small cross-section, and the applicability of circuit theory concepts to certain parts of an antenna structure that are small compared to wavelength.

This is the first time a digital computer has been used by the Antenna Laboratory to simulate and test a complicated antenna model. The successful results of this study indicate the possibility of utilizing the computer in even more complex problems. It is estimated that at least seven man-days would be needed to build a model and perform the measurements which the
computer has done in a matter of minutes. On the other hand, this work also illustrates one drawback in using a computer for experimental research. That is, each model tested represents a "new" problem to the computer, so a large mass of data must be collected to establish a trend. Perhaps a more sophisticated computer program could provide some data processing and interpolation, but in the end the utility of the results depends on the ability of the researcher to draw conclusions from them. This is not as easy as it may seem. Because of past training and experience, the researcher has certain prejudices that favor analysis of mathematical equations and not computed data. However, once these prejudices are set aside, one will find many new areas of research in which modern day computers can play increasingly important roles.
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APPENDIX A

COMPUTATIONAL CONSIDERATIONS

This section describes several parts of the computer program for the solution of the equations of Section 2. The expansions used to evaluate the sine- and cosine-integral functions are given in detail, and the method used to solve the system of linear equations is outlined.

Since the accuracy of the over-all program depends on the accuracy of the several parts, care was taken to avoid programming blunders which lead to accumulated round-off errors. Each section of the program was checked by special test routines and compared with calculations performed on a desk calculator before being incorporated into the whole. In general, priority was placed on accuracy rather than computational speed, and standard ILLIAC library routines were used wherever possible.

A.1 The Cosine- and Sine-Integral Functions

The cosine-integral and sine-integral functions are defined as

\[
Ci(x) = - \int_0^\infty \frac{\cos u}{u} \, du \quad (98)
\]

and

\[
Si(x) = \int_0^x \frac{\sin u}{u} \, du \quad (99)
\]

Two distinct methods were used to compute \( K(x) = Ci(x) + j \, Si(x) \). For \( 0 < x \leq 6 \) a series expansion was used. For \( x > 6 \) a continued fraction expansion was used. The crossover point \( x = 6 \) was determined by the computer time required to achieve 8 or 9 accurate significant digits, using either method. A plot of computer time vs. \( x \) is shown in Figure 91. The crossover point \( x = 6 \) was chosen from this plot. The series representations
Figure 91. Computation time vs. argument $x$ for the series and continued fraction expansion of $K(x) = \text{Ci}(x) + j \text{Si}(x)$
used were

\[ \text{Ci}(x) = C + \sum_{n=1}^{\infty} \frac{(-1)^{n} \frac{2n}{x}}{(2n+1) \Gamma(2n+1)} \]  \hspace{1cm} (100) 

where \( C = 0.57721 \) is Euler's constant, and

\[ \text{Si}(x) = \sum_{n=1}^{\infty} \frac{(-1)^{n} \frac{2n+1}{x}}{(2n+1) \Gamma(2n+1)} \]  \hspace{1cm} (101) 

Both the above series are uniformly convergent for all finite values of \( x \).

The convergence of these series is slow, and the number of terms required for a given accuracy increases with \( x \). Fifteen terms were required for eight place accuracy with \( x \) equal to 6. However the terms of the series are monotonically decreasing and alternating in sign, so the error involved in using \( n \) terms is numerically less than the \( n+1 \)st term. This fact allows one to compute until a given accuracy is attained, and this advantage outweighs the fact that the convergence is slow. The two series of Equations 100 and 101 were computed together as

\[ K(x) = C + \sum_{n=1}^{\infty} \frac{(jx)^n}{n! n} \]  \hspace{1cm} (102) 

To find the continued fraction expansion for \( K(x) \) observe that

\[ K(x) = \text{Ci}(x) + j\text{Si}(x) = \text{Ei}(jx) + j \frac{\pi}{2} \]  \hspace{1cm} (103) 

where

\[ -\text{Ei}(-z) = \int_{z}^{\infty} \frac{e^{-u}}{u} \text{du} \]  \hspace{1cm} (104) 

As a function of the complex variable \( z \), \( \text{Ei}(-z) \) has a logarithmic branch point at \( z = 0 \), therefore the argument \( z = |z| e^{i\theta} \) is restricted such that \(-\pi < \theta < \pi\). A continued fraction expansion exists for (104).
By means of an equivalence transformation (105) can be rewritten

\[ e^z \int_{\frac{1}{z}}^{\infty} \frac{e^{-u}}{u} \, du = \frac{1}{z} + \frac{1}{z + 1} + \frac{1}{z + \frac{1}{2}} + \frac{1}{z + \frac{1}{3}} + \ldots \]  

(106)

This is a continued fraction of Stieltjes. The general form of the Stieltjes continued fraction is

\[ \frac{1}{k_1 z + k_2 + k_3 z + k_4 + k_5 z + \ldots} \]  

(107)

The continued fraction (107) is uniformly convergent in the cut \( z \)-plane due to the fundamental convergence theorem of Stieltjes, which states that if the \( k_p \) are positive constants and the series \( \sum k_p \) diverges the continued fraction is uniformly convergent over every finite closed domain of \( z \) whose distance from the negative half of the real axis is positive, and its value is an analytic function of \( z \) for all \( z \) not on the negative half of the real axis. Therefore \( K(x) \) may be computed from (106). By means of another equivalence transformation,

\[ K(x) = J \frac{\pi}{n} + \frac{e^{jx}}{F(jx)} \cdot \frac{1}{F(jx)} \]  

(108)

where

\[ F(jx) = 1 - \frac{1/4x}{1} - \frac{1/4x}{1} - \frac{2/4x}{1} - \frac{3/4x}{1} \ldots \]  

(109)

The \( p^{\text{th}} \) approximate of \( F, A_p/B_p \), is given by the fundamental recurrence formulas:
$$A_p + 1 = b_p + 1 A_p + a_p + 1 A_p - 1$$

$$B_p + 1 = b_p + 1 B_p + a_p + 1 B_p - 1$$

with

$$A_{-1} = 1, B_{-1} = 0, A_o = b_o, B_o = 1,$$

and

$$a_p = -\frac{(p + 1)/2}{jx}, \quad p = 1, 3, 5, \ldots,$$

$$a_p = -\frac{p/2}{jx}, \quad p = 2, 4, 6, \ldots,$$

$$b_p = 1.$$

The fundamental recurrence formulas allow one to compute the successive approximates of $F$ rather than start with a given $p$ and rationalize $F_p$.

In the ILLIAC program for the continued fraction expansion of $K(x)$, it was found that nine place accuracy for $Cl(x)$ or $Si(x)$, whichever was larger, was achieved when

$$\left| \frac{A_p}{B_p} - \frac{A_p - 1}{B_p - 1} \right| \leq 10^{-9},$$

for $x \geq 1.5$. The number of iterations required ranged from 73 for $x = 1.5$ to 15 for $x = 9$.

The subroutine for $K(x)$ was programmed to test $x$ to determine the type of expansion to use and then to compute $K(x)$ to nine significant digits. It is worthy of note that continued fraction expansions exist for many transcendental functions, some of which are given by Wall, and that in certain cases the continued fraction is more rapidly convergent than the corresponding series expansion.
A.2 Matrix Operations

The program which computes $\bar{T} = (\bar{U} + \bar{V}^T \bar{A})$ was straightforward. The prime difficulty in this case is the systematic addressing of the storage locations of the matrix elements.

The solution of

$$\bar{T} = \bar{T} \bar{I}_A$$

(114)

employs the upper triangularization and back-substitution method. The steps in this method are as follows. First the augmented matrix $\bar{T}_a$ is set up, using $\bar{T}$ and $\bar{I}$.

$$\bar{T}_a = \begin{bmatrix}
  t_{11} & t_{12} & t_{13} & \cdots & t_{1N} & -i_1 \\
  t_{21} & t_{22} & t_{23} & \cdots & t_{2N} & -i_2 \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  t_{N1} & t_{N2} & t_{N3} & \cdots & t_{NN} & -i_N
\end{bmatrix}$$

(115)

Here the $t_{ij}$'s are the elements of $\bar{T}$ and the $i_1$'s are the elements of $\bar{I}$. $\bar{T}_a$ is a matrix which represents the equation

$$\bar{T} \bar{T}_A - \bar{I} = 0 \quad (116)$$

By the elementary determinate operations, $\bar{T}_a$ can be upper triangularized, yielding

$$\bar{T}_a' = \begin{bmatrix}
  1 & t'_{12} & t'_{13} & \cdots & t'_{1,N+1} \\
  0 & 1 & t'_{23} & \cdots & t'_{2,N+1} \\
  0 & 0 & \cdots & 1 & t'_{N,N+1}
\end{bmatrix}$$

(117)
\[ i_{AN}, i_{AN-1}, i_{AN-2}, \ldots \] can be successively determined by a series of back-substitutions,

\[ i_{AN} = -t'_{N,N+1} \] (118)

\[ i_{AN-1} = -t'_{N-1,N+1} - t'_{N-1,N} i_{AN} \]

Several test matrices were employed to check the accuracy of this part of the program. It was found that nine significant digit accuracy was preserved in solving equations in four unknowns. Nine significant digits is the maximum accuracy that can be obtained using the ILLIAC in the floating-point mode. It was expected that the accuracy decreased as the number of equations increased. However, a sample calculation of an eight element antenna using the entire LPD analysis program, agreed in the first five significant digits with the computations performed on a desk calculator (which, incidently, took three weeks to perform).
APPENDIX B

MEASUREMENT CONSIDERATIONS

This section discusses several types of measurements which were performed in the experimental phase of this research. The procedure used in the measurement of the near field amplitude and phase will be considered in detail, whereas the input impedance, radiation pattern, and phase center measurements will be given only summary remarks. Except for the near field phase measurements standard techniques were used, and a majority of problems that arose were concerned with the application of these techniques to the particular antenna structures under investigation.

In any measurement involving log-periodic or log-spiral structures, one is faced with the problem of obtaining a great amount of data over a wide range of frequencies, if the frequency independence of the antenna is to be confirmed. The large bandwidth (4:1 or greater) over which the measurements must be performed places certain requirements on the experimental set-up and on the construction of the model. The experimental set-up must be changed several times throughout the course of a measurement because of the relatively narrow bandwidth of some testing equipment. This means that certain pieces of equipment are operated under slightly differing conditions, hence the set-up should provide for easy calibration and tuning.

Of equal importance is the actual fabrication of the model antenna. Construction tolerance should be figured on the basis of the shortest wavelength of operation. Thus, to some extent, the size of the antenna is determined by the accuracy which can be maintained in the model shop. The transverse dimensions of the feeder configuration of an LPD must remain small compared to the length of the shortest element. Nevertheless, the minimum
diameter of the feeder members is limited by the size of the internal feed coax. This again places a limit on the size of the antenna and the range of useful testing frequencies.

The above requirements led to the choice of the 100 mcs to 400 mcs range for the models used for impedance and near field measurements. A picture of one of the impedance models is shown in Figure 92. The feeder diameter was 0.420 inches, just large enough to accommodate the teflon dielectric RG-115 A/U coaxial cable which was chosen for its low loss and excellent uniformity. The pattern models were built for the 500 mcs to 2000 mcs range, the low frequency limit being dictated by the antenna pattern range facilities.

B.1 Near Field Measurements

The near field measurements consisted of determining the amplitude and phase of the voltage between the feeder conductors and the current into each dipole element. The voltage between the feeder conductors was found by measuring the signal received by a small probe antenna as pictured in Figure 93. The coax which energizes the antenna model runs through one of the hollow feeders. The other feeder member is equipped with a milled slot which guides the probe assembly throughout the length of the antenna. The probe is connected to a length of RG 58/U coaxial cable which is contained in a thin walled tube. The end of the tube opposite the probe assembly is fitted with a pointer which moves along the length of a rule, permitting accurate and repeatable positioning of the probe. The input impedance of the antenna was found to change 1.4% as the position of the probe was changed from the front of the antenna to the back. This is due to a small change in the feeder impedance owing to the presence of the milled slot. The variation
Figure 92. A picture of one of the antennas used for near field measurements.
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Figure 93. Details of the probe used for measuring the voltage between the feeder conductors
of the measured data was found to be independent of the length of the probe, which was varied from one eight to one quarter inch.

The measurement of the dipole element current was accomplished by the loop probe shown in Figure 94. The loop was designed to measure the magnetic field encircling the dipole, and was located as close to the base of the dipole as possible. Many difficulties were encountered in the selection of the proper loop size, spacing, and location. Shielding was necessary, as indicated by initial results with an unshielded loop. However, a completely shielded loop could not be constructed small and accurately, because there was no space to extend the pick-up coax through the guide assembly. The partially shielded loop in Figure 94 was selected as a compromise. The figure also shows the dielectric disk which encloses the loop. This device was used to accurately position the loop at a constant distance from the dipole and in a plane containing the dipole element and the loop. The diameter of the loop and the dielectric was chosen such that a minimum amount of transverse motion was required in going from an element connected to one feeder to an element connected to the other. The configuration shown in Figure 94 was found to yield repeatable results although effects of undesired field components were never entirely eliminated. The largest extraneous component was thought to be due to the proximity of the current on the neighboring dipoles. It was estimated that this component was down at least 15 db from the desired component. The agreement between measured and computed results of the element current is therefore not as good as that of the feeder voltage.

B.1.1 Amplitude Measurements

A block diagram of the circuit used for the amplitude measurements is
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Figure 94. Details of the probe used for measuring the dipole element current
shown in Figure 95. The filtered output of the square wave modulated power oscillator is delivered to the antenna through a double stub tuner, which was adjusted for maximum signal to the probe. The square law detected output of the tuned probe is displayed on a SWR amplifier, peak tuned to the modulation frequency of 1000 cps. In performing the measurement, the probe was moved back and forth until the location of maximum signal was found. This point was taken as the 0 db reference. A reading was taken every centimeter throughout the length of the antenna. A power output from the oscillator on the order of several watts was required for a dynamic range of 40 db above noise.

B.1.2 Phase Measurements

The phase measuring circuit is diagrammed in Figure 96. The principal features are the hybrid junction and the balanced input adapter. The measurement theory is as follows: A CW reference signal, whose phase can be adjusted by means of the slotted section and line stretcher, is injected into the series arm (4) of the hybrid junction. The modulated test signal feeds the shunt arm (3). The RF phasor sum of these signals is impressed across the load connected to output (1) and the phasor difference appears at output (2). The balanced input adapter takes the audio difference of these detected signals from the hybrid junction and also provides the bias voltage for the bolometers. As shown in Figure 97, a sharp null is observed at the output of the balanced adapter when the reference signal is 90° out of phase with the test signal. Figure 97 compares the phasor relations and the nulls obtained of the balanced detection method and the single detection method. In the latter method only the difference channel would be used; the null is obtained when the reference and test signals are in phase, provided
Figure 95. A block diagram of the amplitude measuring circuit
Figure 96. A block diagram of the phase measuring circuit
Figure 97. Phasor relations and the nulls obtained for values of \( \frac{|E_T|}{|E_R|} \) for two methods of measuring relative phase. \( E_T \) is the test signal, \( E_R \) is the reference signal.
both signals have equal amplitude. Since the amplitude of the test signal varies, this method would require a precision variable attenuator calibrated for amplitude and phase. The advantage of the balanced detection system is that a well defined null is obtained even when the test and reference signals are of unequal amplitude. However a $180^\circ$ ambiguity exists in the balanced detection method. This can be resolved by carefully following the incremental phase shift as the probe is moved away from the reference position.

For phase measurements the probe signal, rather than the oscillator is modulated. This results in a sharper null than would otherwise be obtained. Even though the unmodulated reference signal, which may be larger than the test signal, is present at the detectors, the result is only a DC component of current to the transformer. The only error from the reference signal is due to leak-through in the hybrid junction. This is negligible; in commercially available instrument hybrids the decoupling is on the order of 50 db.

The experimental set-up for the near field phase measurements is shown in Figure 98. All the equipment was mounted on a bench which could be rolled up to a second story window in the Antenna Laboratory, in order for the model under test to look into an uncluttered environment. The most predominant feature in the picture is the take-up reel for the cable which is connected to the probe. In the phase measurements it is important that the flexing of the cable be controlled and held to a minimum; the take-up reel serves this purpose.

The following procedure was carried out to balance the hybrid circuit after each change of frequency. Refer to Figure 96. The connection at terminal (4) is broken and replaced with a matched load. The bias to
Figure 96. A picture of the equipment arrangement used in the near field measurements.
each bolometer was adjusted to 8.75 ma. One bolometer was then disconnected and the balancing potentiometer was adjusted for maximum output. The tuning stubs throughout the circuit were then tuned for maximum output. The other bolometer was reconnected and the first was disconnected. The balancing potentiometer was again adjusted for maximum output, and only the stubs associated with the operative bolometer were tuned, the others were left as previously adjusted. With both bolometers connected, the balancing potentiometer was adjusted to null the signal. This step had the effect of balancing out any leak-through component of the test signal; it also equalized any residual unbalance which might have existed between the two bolometers. The slotted line was reconnected, completing the tune-up procedure.

The probe was positioned at a chosen point and the phase of the reference signal was changed to obtain a null. This was repeated every centimeter along the feeder of the antenna. By recording the phase change introduced by the slotted line, the relative phase of the test signal was determined.

B.2 Impedance Measurements

The input impedance of the LPD models was determined by the SWR and null shift method. The set-up incorporated a PRD standing wave indicator or alternatively a HP slotted line, and a tuned amplifier using a bolometer detector.

The short circuit reference plane for the impedance measurements was taken at the front of the antenna, as shown in Figure 99. This choice of a reference plane lumps the gap or terminal impedance in with the antenna impedance. For this reason, extra care was taken in the construction of the feed region. After several trials it was found that the feed region
Figure 99. Details of the symmetrical feed point, showing the reference plane for impedance measurements.
configuration shown in Figure 99 was best from the standpoint of introducing a minimum unbalanced current component and a minimum gap reactance. Ideally, the reference measurement should be made at every frequency, just before or after the corresponding load measurement. This was not done because of the large number of test frequencies involved and because of the uncertainty in reconstructing an identical feed configuration each time. Instead, the electrical length of the coax from the reference plane to a reference on the measuring device was determined for all the frequencies within the band, prior to taking the load measurements. Several lengths of cable were tested; the one which yielded the most uniform results was used.

B.3 Far Field Measurements

The radiation patterns of the LPD mode's were recorded by the commercially equipped University of Illinois Antenna Laboratory pattern range facilities. The tower and an LPD model are pictured in Figure 100. Using a bolometer as the square law detector, the system was found to have a linear dynamic range of greater than 20 db. Since the LPD models tested had an operating bandwidth of 3:1 or greater, interference from other sources operating within this band sometimes presented a problem. Except for the signal from an S-band radar that was 250 yards away, the interference problem was eliminated by filtering and tuning techniques.

The phase center measurements were accomplished using the balanced detector shown in Figure 96, except that the model under test assumed the role of the probe antenna. The test model was mounted on a tower in such a way that the axis of rotation could be moved toward or away from the transmitting antenna. The relative phase of the received signal was plotted as a function of the azimuth angle over the range ± 40 degrees from the dead
Figure 106. Antenna polarizer and tower at the University of Illinois Antenna Laboratory
ahead position. The center of rotation of the model was varied from one plot to the next until a position was found such that the phase was most nearly constant over the range of the azimuth angle. The boresight and positioning accuracy was such that the location of the phase center could be determined within an error of ± 0.125 inch, which was about 0.01 λ at the testing frequencies.
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